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APPENDIX DR1: ADDITIONAL METHODOLOGICAL DETAILS 

Optically Stimulated Luminescence (OSL) Dating 

Outwash and strath terrace deposits along the length of the Wynoochee River were dated 

using small aliquot, regenerative-dose (SAR; Murray and Wintle, 2000) (Figs. DR1-DR8). 

Samples were collected in terraces cut by mapped fault scarps, to constrain earthquake timing 

and slip rates, as well as from the most continuous terraces in the study area, to calculate incision 

rates. Sample sites were chosen in exposures that showed clear fluvial lateral accretion structures 

(cross-bedding), targeting sediment containing the highest proportion of fine sand. Samples were 

collected following standard procedures (e.g., Nelson et al., 2015) by pounding opaque steel 

tubes horizontally into the targeted material after clearing back the outer 10 cm of sediment from 

the outcrop face. Sediment from a 30 cm radius around the sample tube was collected at each site 

for water content and radio-elemental concentration for calculation of environmental dose rate 

analysis. Sample depth was recorded for cosmic contribution to the dose rate.  

All sample preparation and analyses were performed at Utah State University under 

amber light (590 nm wavelength). Each sample was wet sieved to target fine sand and treated 

with hydrochloric acid (10% HCl) and bleach (10% H2O2) to remove carbonate and organic 

material. Quartz grains were separated from heavy minerals using sodium polytungstate (2.7 

g/cm3). Quartz grains were then treated with concentrated hydrofluoric acid (47% HF) to remove 

feldspar and etch the outer grain. Moisture content was measured by calculating the weight 

difference between damp field sediment and the dried sample. The environmental dose rate of 

each sample was determined by chemical analysis of the K, Rb, U, and Th content using ICP-MS 

and ICP-AES techniques and conversion factors of Guérin et al. (2011). The contribution of 

cosmic radiation to the dose rate was calculated using sample depth, elevation, and 
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latitude/longitude following Prescott and Hutton (1994). Dose rates are calculated based on 

water content, sediment chemistry, and cosmic contribution (Aitken and Xie, 1990; Aitken, 

1998). The final equivalent dose (De) used for age calculation was determined using a minimum 

age model (MAM, Galbraith and Roberts, 2012) in order to isolate the populate of grains 

exposed to light prior to deposition.  

One concern with the application of OSL dating in fluvial environments is the potential 

for partial bleaching (incomplete resetting), resulting in artificially old depositional ages (e.g., 

Rittenour, 2008). To help identify problems with partial bleaching we collected paired samples 

(e.g., WYN-15 and WYN-16 are pairs) from the same exposure (or in very close proximity) 

within the same terrace. WYN-07 and WYN-08 are the only samples that were not collected with 

an adjoining sample due to limited appropriate material for sampling. This double-sample 

method was employed to increase the chance of identifying partially bleached samples, account 

for potential problems with the luminescence signal or dose rate calculation for a sample, and 

reduce age uncertainty caused by the lack of outside age controls (such as radiocarbon dating) 

we had available in this study. 

Many of the collected sample pairs yielded measurable luminescence for only one sample 

of the pair (Table DR1). WYN-19 yields a burial age for Qt8 of 7.8 ± 2.4 ka, and WYN-04 yields 

an age of 8.9 ± 2.4 ka for Qt7. Of the viable samples collected in unit Qt5, two are from the same 

outcrop. These paired samples (WYN-15 and WYN-16) yield ages of 13.5 ± 4.0 ka and 13.5 ± 

6.3 ka, respectively. These ages generally agree with samples from other outcrops of Qt5, which 

produced age estimates of 14.6 ± 3.5 ka (WYN-07), 14.8 ± 4.0 ka (WYN-06), and 22.9 ± 6.2 ka 

(WYN-08). The sample from Qt4 yielded an age of 32.2 ± 9.7 ka (WYN-17).   
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We chose not to use WYN-18 for analysis because the luminescence results appear 

unreliable. Since samples WYN-17 and WYN-18 were collected from essentially the same 

location but have vastly different luminescence results, it is likely that one result does not 

represent the burial age of the deposit. Sample WYN-18 had very poor luminescence 

characteristics during lab processing and presented many problems during analysis, has a large 

relative error of (44%). Additionally, a much smaller proportion of WYN-18 aliquots were 

accepted (relative to the total number of disks analyzed) (Table DR1) during age calculation 

compared to WYN-17. These results are also consistent with the mapped locations and 

elevations of Qt4 relative to other terraces. Therefore, we chose not to use WYN-18 in slip rate 

analyses and instead utilize the age results from WYN-17 for Qt4.  

We use these singular sample ages for separation rate calculations. For Qt5, which has 

multiple samples, we use the WYN-06 sample age because it was collected from the same 

terrace exposure as the scarp profiles. 

OSL samples were collected 1-4 m below the terrace tread (Table DR 1) and are capped 

by additional gravel and loess. Therefore, sample burial predates modern tread formation and 

OSL ages and generate minimum slip rates. However, the time difference between sample burial 

and the modern tread formation is likely negligible within the OSL age uncertainty. 

Our OSL sample ages suggest terrace deposition correlates with increased sediment 

supply associated with glacial maxima, and agree with ages seen in other Olympic Mountain 

drainages (Pazzaglia and Brandon, 2001; Wyshnytzky et al., 2014). One Qt5 sample, however 

(WYN-08, 22.9 ± 6.2 ka), is similar in age to Qt4, a stratigraphically older deposit. This apparent 

discrepancy may be a result of partial bleaching of sample WYN-08, or reflect multiple terrace 

deposits on the same strath. For incision rate calculations, we use an arithmetic mean of OSL 
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ages from the four youngest Qt5 OSL samples, excluding the oldest age that likely represents 

partial bleaching (See Table DR1). Incision rates are calculated by dividing the height of the 

strath by the average age, with standard error propagation. The choice to use an average age, 

rather than choosing a singular sample age, reflects the uncertainty between sediment burial ages 

at different sample sites. Key to these calculations, however, is the assumption that all treads 

were abandoned simultaneously in favor of vertical incision. We calculate a reduced chi squared 

value of 0.23, which suggests the age scatter can be explained with analytical 1σ uncertainties 

(e.g., Schaefer et al., 2009). The arithmetic mean of these four sample ages yields a Qt5 deposit 

age of 14.1 ± 0.6 (1σ uncertainty). 

 

Boundary Element Method Model  

We use a geodetically constrained elastic block model (Meade and Loveless, 2009; 

available at https://github.com/jploveless/Blocks), with boundaries of microplates defined by 

active (Holocene) faults and gradients in GPS velocities (Loveless and Meade, 2011a; Evans et 

al., 2015). We use a composite velocity field comprising 1717 stations from 6 published fields 

(Shen et al., 2003; Hammond and Thatcher, 2005; Williams et al., 2006; McCaffrey et al., 2013; 

Plate Boundary Observatory network velocity field, http://pboweb.unavco.org), rotated using a 

six-parameter (rotation plus translation) transformation into the reference frame of McCaffrey et 

al. (2013). We simultaneously estimate microplate rotations about Euler poles and elastic 

deformation arising from fully coupled block boundaries and from spatially variable coupling on 

the Cascadia subduction zone (CSZ). The relative motion between the Juan de Fuca and North 

American plates is defined using the Euler pole of Miller et al. (2001). We parameterize the CSZ 

as a continuous network of triangular dislocation elements (TDEs), capable of representing along 
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strike and down dip geometric complexity; the shape of the CSZ is based on the slab contours 

defined by McCrory et al. (2009).  

To regularize the inversion of geodetic velocities for spatially variable slip deficit on the 

CSZ, we impose a Laplacian smoothing constraint, varying the weighting of the smoothing 

operator proportional to the resolving capability of the geodetic velocities (Loveless and Meade, 

2011b). We test a range of nominal smoothing weights in order to explore the sensitivity of the 

estimated slip deficit to this assumption, finding that the boundary element results described 

below are generally consistent across the range. The formal smoothing constraint we use is the 

smallest that yields estimated slip deficit rate values no larger than the long-term slip rate from 

plate convergence (i.e., 100% coupled). The resulting coupling distribution is similar to those 

published by Evans et al. (2015; their Figure 15c), McCaffrey et al. (2013; their Figure 6a), and 

Schmalzle et al. (2014; their Figure 6b). Using our smoothing constraint, we carry out a Monte 

Carlo simulation to estimate uncertainties in the slip deficit rate. We invert 5000 realizations of 

the velocity field arising from the estimated slip deficit distribution, perturbed by noise 

proportional to the GPS station uncertainties. These estimated uncertainties on the slip deficit 

distribution are propagated into the boundary element model, described below, to yield 

uncertainties on the forward calculation of interseismic uplift rate in the Wynoochee River valley 

region (Figure 3 of the main text).  

We use the estimated CSZ slip deficit rate distribution as an input condition in a 

boundary element method model (e.g., Crouch and Starfield, 1983) to calculate the stress rate 

imposed on the forearc by interseismic megathrust coupling. The boundary element code and 

input files are available at https://github.com/jploveless/tribem. We calculate stress rate 

analytically (Meade, 2007) in a homogeneous elastic half space characterized by a shear modulus 
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3×10!" Pa and Poisson’s ratio of 0.25 with embedded TDEs that represent the Canyon River 

fault (CRF). On each TDE in the model, we prescribe displacement (slip) rate or traction rate in 

the element strike, element dip, and element normal directions. On the CSZ TDEs, we prescribe 

the geodetically estimated slip deficit rate in the strike and dip directions. On the CRF TDEs, we 

prescribe zero shear traction in the strike and dip directions. On all TDEs, we prescribe zero 

displacement rate conditions in the element-normal direction to prevent opening or 

interpenetration across elements. Slip deficit rate conditions on the CSZ TDEs result in stress 

throughout the elastic half space, including traction resolved on the CRF elements. We then 

estimate the slip rate distribution on the CRF necessary to achieve the prescribed zero shear 

traction rate conditions, which we interpret as the slip rate distribution required to relieve the 

shear traction imposed by CSZ coupling (Fig. DR10). The GPS velocity field used to constrain 

the coupling distribution on the CSZ is insufficiently dense to resolve short-wavelength 

asperities on the subduction interface given the smoothing-based regularization. It is possible 

that such asperities exist and induce localized perturbations to the crustal stress field, including 

stress resolved on the CRF, which in turn would impact the estimated CRF slip distribution, but 

we cannot identify such features using currently available data.  

Displacement fields are calculated at observation coordinates in the Wynoochee River 

valley region, as well as along the valley profile, using the slip deficit on the CSZ and the 

estimated slip on the CRF (Fig. DR11). We also test an isostatic adjustment to predicted uplift 

values, using a model of flexure of elastic crust over a viscous mantle (e.g., Turcotte and 

Schubert, 2002). We use a mantle density of 4100 kg/m3, crustal density of 2700 kg/m3, and a 

flexural rigidity of the crust of 2 × 1023 Pa·m3, following previous applications of this adjustment 

(Cooke and Dair, 2011; Fattaruso et al., 2014). We find little difference between the raw (Fig. 
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DR11) and adjusted vertical displacements (Fig. DR12), with a max uplift difference of 0.37 

mm/yr. 

Alternative Geometry 

We tested alternative fault configurations using the boundary element method model to 

understand how uncertainty in fault geometry affects modeled slip on the CRF. We varied fault 

depth and fault connectivity to evaluate potential differences in dip-slip and uplift rates.   

Changes in fault projection depth: We tested fault depth variation by projecting the 

surface trace to 5 km, 10 km, or 15 km depth. The predicted peak slip rate value along the CRF 

is dependent on fault depth. The maximum dip-slip rates for 5, 10, and 15 km fault depths are 0.4 

mm/yr, 0.65 mm/yr, and 0.8 mm/yr, respectively. The spatial slip distribution along the fault 

plane remains similar, but slip magnitudes scale with depth.  

Changes in fault connectivity: To test alternative fault connectivity at depth, we 

connected the two largest fault segments into one fault plane and left two smaller mapped 

segments disconnected. Connecting the two largest fault segments partitions slip off of small 

segments and increasing peak slip in those connected regions. For faults projected to the same 

depth, the disconnected scenario slips more on small segments than the connected scenario. 

Additionally, the uplift pattern becomes more uniform in a connected fault system. With a 

disconnected fault trace projected to 10 km depth, uplift is very low (~0.1-0.15 mm/yr) near the 

Wynoochee River valley, a stark contrast to the maximum values nearing ~0.4 mm/yr with a 

connected fault trace. The minimum uplift in the Wynoochee River valley with a continuous 

fault trace (~0.2-0.3 mm/yr) is not as pronounced as in the segmented model, but it remains a 

local minimum nonetheless.  
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Scaling fault depth with fault length: We also modeled slip on the CRF with variable fault 

depth along the trace. Shorter fault segments were projected to 5 km depth, while longer fault 

segments were projected to 10 km fault depth. Using this method, we modeled slip for a 

disconnected fault trace as well as connecting the two largest segments. Variable fault depth did 

not significantly affect fault slip rates or uplift patterns.  

Therefore, we conclude that although the fault geometry is uncertain, the first-order 

conclusions drawn in the main text are insignificantly affected by perturbations to the geometry. 

Synthetic Subduction Zone Earthquake 

We also simulated a CSZ earthquake and estimated the resulting slip distribution on the 

CRF (Figs. DR13-DR14) to address other studies (e.g., Mazzotti et al., 2002; Sherrod and 

Gomberg, 2014) that suggested CSZ coseismic slip could initiate slip on upper plate faults like 

the CRF. We tested many different moderately-sized CSZ earthquake scenarios, varying both 

initiation depth and location along strike and holding peak slip constant at 1 m. The four 

earthquake examples presented (Fig. DR13) most influenced slip on the CRF. CSZ coseismic 

slip produced normal dip-slip on the southeast-dipping CRF (Fig. DR14).  

 

Scarp and Longitudinal Profiling  

We calculate relative surface deformation across the fault as well as terrace incision by 

creating topographic profiles extracted from the lidar data (where vertical accuracy is 0.05 m). 

Fault scarp profiles (A-P, X) are measured orthogonally to fault trace orientation. Dip slip 

displacements and associated uncertainties are calculated using the Monte Carlo method (100k 

realizations) following Thompson et al., (2002), varying fault location with equal probability 

between ½ and ⅓ the scarp height. The fault dip range (55°-85°) reflects the estimated 70° dip 

from Walsh and Logan, (2007), with equal probability of dip varying ± 15°. The error 
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contribution from the lidar data is at least 1 order of magnitude less than the error calculated 

from scarp profiles, and is therefore negligible at cm-scale precision used in displacement 

calculations. We use dip values from Walsh and Logan (2007) because the fault’s segmentation 

and frequent step-overs within the Wynoochee valley make accurate fault dip calculations using 

a 3-point problem difficult and potentially inaccurate. Over the entire length of the fault, the 

intersection of the fault trace with topographic landforms (e.g. terrace risers, canyons, etc.) is 

generally consistent with a steeply south-dipping fault. Our 3-point problem approximations in 

more slightly more continuous fault segments yield dip values of ~75°SE, consistent with Walsh 

and Logan (2007) trenching results. 

The Qt4 terrace tread shows evidence of alluvial fan deposition post-dating terrace 

formation. Thus, the OSL age of the terrace surface is older than the displacement recorded in 

alluvial fan surface. Therefore, vertical separation values and estimated slip rates from profiles 

K-P are minima. 

 For longitudinal Qt5 profiles along the entire river (Fig. 3 of main text) we use valley 

distance, measured north to south following the central axis of the Wynoochee River valley as in 

Pazzaglia and Brandon (2001). Valley distance, compared to river distance, removes short-length 

variation caused by river meanders and allows direct elevation comparison of terraces projected 

from both sides of the valley. To create terrace tread valley profiles, individual terrace profiles 

were mapped and assigned elevations derived from the lidar. Tread profile lines were converted 

to elevation points spaced 10 m apart and projected orthogonally to the valley profile line. 

Individual strath elevation observations were also projected orthogonally to the same valley line.  
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Sample USU  Map Elevation Burial Valley Number 
number number unit Lat Long (m) depth distance aliquots*

(°N) (°W) (m) (km)
WYN-04 2054 Qt7 47.3423 123.6409 165 2.5 5.75 21 (42) 0.87 ± 0.08 8.6 ± 2.1 31.0 ± 7.0 8.9 ± 2.4
WYN-06 2056 Qt5 47.3417 123.6507 194 1.0 6.03 17 (31) 1.00 ± 0.07 15.5 ± 3.9 0.0 14.8 ± 4.0
WYN-07 2057 Qt5b 47.1006 123.6848 57 3.5 34.96 15 (24) 0.71 ± 0.04 10.4 ± 2.3 37.7 ± 8.7 14.6 ± 3.5
WYN-08 2058 Qt5 47.0583 123.6928 42 1.5 39.79 21 (31) 1.11 ± 0.06 25.3 ± 6.4 18.0 ± 5.5 22.9 ± 6.2
WYN-15 2065 Qt5 47.2121 123.6355 107 2.0 20.91 14 (56) 0.87 ± 0.05 11.8 ± 5.4 14.2 ± 13.1 13.5 ± 6.3
WYN-16 2066 Qt5 47.2121 123.6355 109 1.5 20.91 16 (40) 0.82 ± 0.05 11.0 ± 3.0 26.1 ± 7.6 13.5 ± 4.0
WYN-17 2067 Qt4 47.3740 123.6147 253 1.5 1.17 25 (37) 0.95 ± 0.10 30.6 ± 8.7 35.5 ± 7.1 32.2 ± 9.7
WYN-18 2068 Qt4 47.3740 123.6147 253 1.5 1.17 9 (31) 0.85 ± 0.05 12.5 ± 5.6 0.0 14.7 ± 6.7
WYN-19 2069 Qt8 47.3419 123.6407 162 1.5 5.82 18 (27) 1.12 ± 0.06 8.7 ± 2.6 20.5 ± 6.6 7.8 ± 2.4

†Equivalent dose (DE) calculated using the Minimum Age Model (MAM) of Galbraith and Roberts (2012).
§Overdispersion (OD) epresents variance in DE data beyond measurement uncertainties, OD >20% may indicate significant scatter due to depositional or 
post-depositional processes

*Age analysis using the single-aliquot regenerative-dose procedure of Murray and Wintle (2000) on 2-5mm small-aliquots of quartz sand. Number of aliquots used in age calculation 
and number of aliquots analyzed in parentheses.

TABLE DR1. OPTICALLY STIMULATED LUMINESCENCE SAMPLE RESULTS
  DE

† ± 2σ Age ± 2σDose rate ± 2σLocation
(Gy) (ka)(Gy/ka)

OD§ ± 2σ
(%)



Sample USU  Grain size K† Rb† Th† U† Cosmic
number number (µm) (%) (ppm) (ppm) (ppm) (Gy/ka)
WYN-04 2054 22.4 90-150 0.66 ± 0.02 21.4 ± 0.9 1.7 ± 0.2 0.5 ± 0.1 0.16 ± 0.02
WYN-06 2056 15.6 90-150 0.69 ± 0.02 19.3 ± 0.8 1.9 ± 0.2 0.5 ± 0.1 0.19 ± 0.02
WYN-07 2057 5.2 125-250 0.48 ± 0.01 9.3 ± 0.4 1.1 ± 0.2 0.4 ± 0.1 0.14 ± 0.01
WYN-08 2058 7.5 150-250 0.78 ± 0.02 26.0 ± 1.0 1.9 ± 0.2 0.6 ± 0.1 0.17 ± 0.02
WYN-15 2065 11.2 150-250 0.60 ± 0.02 14.7 ± 0.6 1.3 ± 0.2 0.5 ± 0.1 0.16 ± 0.02
WYN-16 2066 5.7 150-250 0.54 ± 0.01 16.0 ± 0.6 1.3 ± 0.2 0.4 ± 0.1 0.18 ± 0.02
WYN-17 2067 4.8 150-250 0.65 ± 0.02 11.7 ± 0.5 1.5 ± 0.2 0.5 ± 0.1 0.18 ± 0.02
WYN-19 2069 4.4 90-180 0.78 ± 0.02 26.3 ± 1.1 1.2 ± 0.2 0.5 ± 0.1 0.18 ± 0.02

*Assume 10±3% for moisture content over burial history for all samples.

In-situ H20*
(%)

TABLE DR2. OPTICALLY STIMULATED LUMINESCENCE DOSE RATE RESULTS

†Radioelemental concentrations determined by ALS Chemex using ICP-MS and ICP-AES techniques; dose rate is derived from 
concentrations by conversion factors from Guerin et al. 2011.



Distance Fault
Profile Lat Long Elevation Unit along scarp dip range OSL 

(°N) (°W) (m) (m) (°) sample
A 47.3394 123.6470 179.4 Qt6 28 55-85 1.61 + 0.78 - 0.79 1.73 + 0.89 - 0.85 n/a† n/a† n/a† n/a†

B 47.3397 123.6468 179.3 Qt6 68 55-85 1.56 + 0.41 - 0.41 1.69 + 0.50 - 0.47 n/a† n/a† n/a† n/a†

C 47.3399 123.6466 179.7 Qt6 104 55-85 1.65 + 0.54 - 0.54 1.79 + 0.63 - 0.60 n/a† n/a† n/a† n/a†

D 47.3404 123.6461 180.2 Qt6 160 55-85 1.70 + 0.59 - 0.60 1.83 + 0.70 - 0.66 n/a† n/a† n/a† n/a†

E 47.3413 123.6445 168.1 Qt7 327 55-85 0.92 + 0.51 - 0.52 1.00 + 0.58 - 0.56 0.10 + 0.08 - 0.06 0.11 + 0.09 - 0.06 WYN-04 8.9 ± 1.2
F 47.3416 123.6442 167.9 Qt7 362 55-85 1.48 + 0.56 - 0.56 1.60 + 0.65 - 0.61 0.16 + 0.10 - 0.06 0.17 + 0.11 - 0.06 WYN-04 8.9 ± 1.2
G 47.3429 123.6402 167.5 Qt7 701 55-85 2.95 + 1.13 - 1.11 3.20 + 1.31 - 1.23 0.32 + 0.20 - 0.12 0.35 + 0.21 - 0.13 WYN-04 8.9 ± 1.2
H 47.3430 123.6396 167.9 Qt7 748 55-85 3.28 + 0.36 - 0.34 3.46 + 0.69 - 0.40 0.36 + 0.15 - 0.08 0.40 + 0.10 - 0.16 WYN-04 8.9 ± 1.2
I 47.3431 123.6390 167.9 Qt7 796 55-85 2.01 + 0.72 - 0.71 2.18 + 0.83 - 0.80 0.22 + 0.13 - 0.08 0.23 + 0.15 - 0.08 WYN-04 8.9 ± 1.2
J 47.3432 123.6385 167.8 Qt7 833 55-85 2.20 + 1.10 - 1.09 2.40 + 1.25 - 1.21 0.24 + 0.17 - 0.12 0.26 + 0.19 - 0.13 WYN-04 8.9 ± 1.2
K 47.3448 123.6332 214.2 Qt4 1274 55-85 2.46 + 0.84 - 0.57 2.63 + 1.02 - 0.64 0.08 + 0.04 - 0.03 0.08 + 0.05 - 0.02 WYN-17 32.2 ± 4.8
L 47.3450 123.6324 215.1 Qt4 1338 55-85 2.87 + 0.51 - 0.47 2.98 + 0.80 - 0.48 0.09 + 0.04 - 0.03 0.09 + 0.05 - 0.02 WYN-17 32.2 ± 4.8
M 47.3452 123.6318 217.0 Qt4 1392 55-85 1.77 + 0.37 - 0.35 1.91 + 0.47 - 0.42 0.05 + 0.03 - 0.01 0.06 + 0.03 - 0.02 WYN-17 32.2 ± 4.8
N 47.3454 123.6311 219.0 Qt4 1446 55-85 1.56 + 0.33 - 0.33 1.60 + 0.52 - 0.41 0.05 + 0.02 - 0.02 0.05 + 0.03 - 0.02 WYN-17 32.2 ± 4.8
O 47.3464 123.6264 287.0 Qt4 2138 55-85 6.09 + 2.97 - 2.39 6.50 + 2.77 - 2.76 0.19 + 0.13 - 0.08 0.20 + 0.13 - 0.09 WYN-17 32.2 ± 4.8
P 47.3464 123.6260 290.0 Qt4 2166 55-85 4.27 + 0.72 - 0.72 4.29 + 0.76 - 0.74 0.12 + 0.07 - 0.02 0.13 + 0.07 - 0.03 WYN-17 32.2 ± 4.8
X (A) 47.3321 123.6534 191.0 Qt5 n/a* 55-85 7.65 + 3.57 - 3.46 8.36 + 4.08 - 3.90 0.50 + 0.31 - 0.23 0.54 + 0.34 - 0.25 WYN-06 14.8 ± 2.0
X (B) 47.3321 123.6534 191.0 Qt5/5b n/a* 55-85 4.27 + 1.62 - 1.61 4.67 + 2.03 - 1.94 0.28 + 0.15 - 0.10 0.29 + 0.19 - 0.11 WYN-06 14.8 ± 2.0
Note: Uncertainties reported to 1 standard deviation
OSL = optically stimulated luminescene
*Profile X was not along the same scarp as profiles A-Q, and therefore does not have a distance value. 
†Uncertainty reported to 95% confidence  
§Terrace units do not have age constraints, so no rate values were calculated.

TABLE DR3. CANYON RIVER FAULT SCARP PROFILE RESULTS

Vertical separation (Vs)
(m)

Dip slip (Ds)
(m)

Ds rate§

(mm/yr)
Age
(ka)

Vs  rate§

(mm/yr)

Location



Valley  Bedrock Cover  
distance Lat Long type material
(m) (°N) (°W)

2098 Qt7 47.3743 123.6289 182.2 ± 0.9 n/a† Till Gravel
2306 Qt8b 47.3728 123.6305 176.0 ± 0.8 0.0 Basalt None
5755 Qt7 47.3423 123.6409 163.5 ± 0.2 2.8 Lacustrine Gravel and loess
5762 Qt7 47.3422 123.6408 162.7 ± 0.2 3.0 Lacustrine Gravel and loess
5777 Qt7 47.3420 123.6406 161.1 ± 0.3 4.0 Lacustrine Gravel
5785 Qt7 47.3420 123.6406 160.8 ± 0.2 5.2 Lacustrine Gravel
5952 Qt6 47.3414 123.6453 177.6 ± 0.5 2.0 Lacustrine Gravel
7389 Qt4 47.3299 123.6441 197.9 ± 1.0 <1.0 Basalt Soil
7525 Qt5b 47.3294 123.6428 186.6 ± 0.9 <1.0 Basalt Gravel
8140 Qt4b 47.3231 123.6427 194.1 ± 0.3 2.3 Lacustrine over basalt Sand and gravel
8155 Qt4b 47.3229 123.6427 192.7 ± 0.4 2.0 Lacustrine over basalt Sand and gravel
9259 Qt4 47.3136 123.6446 191.4 ± 0.3 1.0 Basalt Gravel and loess
11040 Qt5b 47.2997 123.6529 139.7 ± 1.7 n/a† Basalt Montesano Fm.
11062 Qt5b 47.2994 123.6528 147.2 ± 3.2 2.9 Montesano Fm. Gravel and loess
21000 Qt6 47.2115 123.6335 94.0 ± 1.1 3.5 Montesano Fm. Gravel
21105 Qt6c 47.2117 123.6292 84.9 ± 0.3 1.5 Montesano Fm. Gravel and soil
26695 Qt5 47.1649 123.6335 84.9 ± 0.2 5.1 Montesano Fm. Gravel and loess
29607 Qt2b 47.1393 123.6372 79.0 ± 1.0 2.0 Montesano Fm. Gravel
30524 Qt5 47.1293 123.6415 71.1 ± 1.3 3.3 Montesano Fm. Gravel and soil
34102 Qt5 47.1045 123.6718 59.5 ± 0.7 1.0 Montesano Fm. Gravel
34980 Qt5b 47.1005 123.6850 51.1 ± 0.2 3.2 Montesano Fm. Gravel and loess
35059 Qt5b 47.0999 123.6854 50.8 ± 0.3 2.5 Montesano Fm. Gravel and loess
35161 Qt5b 47.0989 123.6856 51.0 ± 0.3 2.5 Montesano Fm. Gravel and loess
39756 Qt5 47.0586 123.6929 38.9 ± 0.2 3.1 Montesano Fm. Gravel and loess
39803 Qt5 47.0582 123.6927 38.8 ± 0.2 3.1 Montesano Fm. Gravel and loess
40372 Qt5c 47.0531 123.6920 34.7 ± 0.6 1.5 Montesano Fm. Gravel
41332 Qt5 47.0441 123.6970 32.8 ± 0.6 n/a† Montesano Fm. Gravel and soil
42734 Qt5 47.0308 123.6989 30.5 ± 0.8 3.0 Montesano Fm. Gravel and soil
43858 Qt5b 47.0208 123.6968 27.3 ± 1.8 1.8 Montesano Fm. Soil
45057 Qt5 47.0064 123.6878 §24.3 ± 0.2 7.0 Montesano Fm. Gravel
46339 Qt5 47.0003 123.6734 §18.7 ± 0.2 4.6 Montesano Fm. Gravel
49802 Qt8 46.9715 123.6262 2.0 ± 0.5 2.4 Montesano Fm. Gravel
*Errors reported to 1 standard deviation.
†Cover thickness could not be measured in the field due to lack of visibility of the tread surface
§Well log data

TABLE DR4. STRATH LOCATIONS
LocationUnit Elevation*

(m)
Cover thickness

at exposure
(m)



Valley distance
(km)
0.0 36.3 + 1.0 - 1.0 14.1 ± 0.6 2.57 + 0.3 - 0.3
2.0 31.7 + 1.0 - 13.0 14.1 ± 0.6 2.25 + 0.2 - 1.9
6.0 22.8 + 3.0 - 3.0 14.1 ± 0.6 1.62 + 0.4 - 0.4
7.3 20.8 + 3.5 - 3.5 14.1 ± 0.6 1.48 + 0.5 - 0.5
7.5 45.1 + 2.7 - 2.7 14.1 ± 0.6 3.20 + 0.5 - 0.5
8.1 45.7 + 2.2 - 2.2 14.1 ± 0.6 3.24 + 0.4 - 0.4
10.4 38.0 + 4.0 - 4.0 14.1 ± 0.6 2.70 + 0.6 - 0.6
11.1 29.0 + 3.5 - 3.5 14.1 ± 0.6 2.06 + 0.5 - 0.5
21.0 12.7 + 5.0 - 1.1 14.1 ± 0.6 0.90 + 0.7 - 0.2
26.6 23.4 + 0.2 - 0.2 14.1 ± 0.6 1.66 + 0.1 - 0.1
30.5 26.8 + 1.3 - 1.3 14.1 ± 0.6 1.90 + 0.2 - 0.2
34.1 24.1 + 0.7 - 0.7 14.1 ± 0.6 1.71 + 0.2 - 0.2
39.8 15.8 + 0.2 - 0.2 14.1 ± 0.6 1.12 + 0.1 - 0.1
41.3 12.5 + 0.6 - 0.6 14.1 ± 0.6 0.89 + 0.1 - 0.1
42.7 12.7 + 0.8 - 0.8 14.1 ± 0.6 0.90 + 0.1 - 0.1
43.8 12.8 + 1.8 - 1.8 14.1 ± 0.6 0.91 + 0.3 - 0.3
45.0 *11.5 + 0.2 - 0.2 14.1 ± 0.6 0.82 + 0.1 - 0.1
46.0 *9.7 + 0.2 - 0.2 14.1 ± 0.6 0.69 + 0.1 - 0.1
49.8 6.0 + 4.0 - 3.0 14.1 ± 0.6 0.43 + 0.6 - 0.4
*Strath data from well logs

TABLE DR5. QT5 STRATH INCISION AND INCISION RATES
Incision rate ± 2σ

(mm/yr)
Strath height ± 1σ

(m)
Qt5 age ± 1σ

(ka)



Sample WYN-04 location: cut bank   
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2.65 Fine-med sand lens, thin bedding

Rounded med.-coarse gravels with 
some cobbles. Contains cross-bed-
ding; foresets display better sorting 
than whole unit. 

Loess; massive

Rounded cobbles with med-coarse 
gravels, very poorly sorted. Contain-
scross-bedding; foresets display 
better sorting than whole unit. 

Lacustrine bedrock composed of 
mainly silt particles. Contains thin 
laminations. 

Figure DR1. Stratigaphic column for sample site and equivalent dose probability density func-
tions and radial plots of sample WYN-04.



Sample WYN-06 location: gravel pit

Rounded, poorly sorted coarse gravels 
with cobbles,some sand in matrix. 
Contains low angle cross-bedding; 
foresets display better sorting than 
whole unit. 

Fine sand lens,some silt. Thin horiz. 
laminations.  Possible buried soil.
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Rounded, poorly sorted med.-coarse 
gravels with cobbles,some sand in 
matrix. Contains low angle cross-bed-
ding; foresets display better sorting 
than whole unit. 

1

0

1.15

Figure DR2. Stratigaphic column for sample site and equivalent dose probability density func-
tions and radial plots of sample WYN-06.



Sample WYN-07 location: Exposed cliff adjacent to road (old river cutbank)

Sand
Silt Gravel
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) 2

3.5

0

Rounded, med.-coarse gravel with 
some cobbles. Fines and sand in 
matrix. Contains low-angle cross 
bedding; foresets display better 
sorting than whole unit.

Loess; massive

Soft, siltstone and sandstone marine 
sedimentary bedrock (Montesano 
Fm.). Contains thin, sub-horizontal 
laminations. 

Pebbly med. sand lens w/bedding

Figure DR3. Stratigaphic column of sample site and equivalent dose probability density func-
tions and radial plot of sample WYN-07.



Sample WYN-08 location: cut bank adjacent to road

Sand
Silt Gravel
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1

0

Med.-coarse sand lens with bedding

Rounded, med. gravels with some 
coarse gravel and cobbles. Contains 
low-angle cross-bedding; foresets 
display better sorting than whole unit.

Loess; massive

Rounded, coarse gravels with some 
med. gravel and cobbles.  Contains 
cross-bedding; foresets display better 
sorting than whole unit.

1.5
1.8

Figure DR4. Stratigaphic column for sample site and equivalent dose probability density func-
tions and radial plots of sample WYN-08.



Sample WYN-15 location: gravel pit

Sand
Silt Gravel

Cobble

Boulder

D
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0.1
0

2.4

Loess; massive

Rounded sandy silt lens with lamina-
tions; possible buried soil

Rounded sandy silt lens with lamina-
tions; possible buried soil

Rounded med.- coarse gravels, with 
some cobbles and sand in matrix, 
poorly sorted. Contains cross-bed-
ding; foresets display better sorting 
than whole unit. 

Note: some loess has been removed from the 
surface by the gravel pit excavation

1.6

1.7

2.2

Rounded med.- coarse gravels, with 
some cobbles and sand in matrix, 
poorly sorted. Contains cross-bed-
ding; foresets display better sorting 
than whole unit. 

Rounded med.- coarse gravels, with 
some cobbles and sand in matrix. 
Contains cross-bedding; foresets 
display better sorting than whole 
unit. 

Figure DR5. Stratigaphic column for sample site and equivalent dose probability density func-
tions and radial plots of sample WYN-15.
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Loess; massive

Rounded sandy silt lens with lamina-
tions; possible buried soil

Rounded med.- coarse gravels, with 
some cobbles and sand in matrix, 
poorly sorted. Contains cross-bed-
ding; foresets display better sorting 
than whole unit. 

1.5
1.7

2.2

Rounded med.- coarse gravels, with 
some cobbles and sand in matrix, 
poorly sorted. Contains cross-bed-
ding; foresets display better sorting 
than whole unit. 

Rounded med.- coarse gravels, with 
some cobbles and sand in matrix.  

Med.-coarse sand lens; laminated

Sand
Silt Gravel

Cobble

Boulder

0.5

Sample WYN-16 location: gravel pit

Figure DR6. Stratigaphic column for sample site and equivalent dose probability density func-
tions and radial plots of sample WYN-16.



Sample WYN-17 location: cliff; landslide-prone river cut

Sand
Silt Gravel

Cobble

Boulder

0

Rounded, fine-coarse gravels with 
some cobbles and sand in matrix. 
Contains cross-bedding; foresets 
display better sorting than whole unit.

Rounded, fine-coarse. gravels with 
cross-bedding

Fine-coarse sand lens; laminated
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Figure DR7. Stratigaphic column for sample site and equivalent dose probability density func-
tions and radial plots of sample WYN-17.



Sample WYN-19 location: cut bank

Sand
Silt Gravel

Cobble

Boulder

0

Cross-bedded unit with alternating 
forsets of rounded, med.- coarse sand 
and rounded fine gravel. Some medium 
gravel present.

D
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th
 (m

)

1.5

2.3

Rounded fine sand, horizontally laminat-
ed. Some med-coarse sand lenses at 
the bottom of sequence. Evidence of 
liquefaction, such as flame structures at 
the base.

Med.-coarse sand; laminated

Figure DR8. Stratigaphic column for sample site and equivalent dose probability density 
functions and radial plots of sample WYN-19.
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Figure DR9. Dip-slip deficit distribution on the Cascadia subduction zone slab interface, 
constrained by GPS. Barbs on subduction zone point down dip. 
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Figure DR11. Regional uplift maps of the Wynoochee River from estimated from the 
boundary element model. A) Estimated uplift from interseismic deformation on the 
coupled Cascadia subduction zone. B) Estimated uplift pattern from time-averaged slip 
on the Canyon River fault. C) Combined uplift from A and B. 
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Figure DR13. Synthetic earthquake dip-slip on the Cascadia subduction zone interface with 1 m 
peak slip. Resulting slip configurations on the Canyon River fault shown in Figure DR14. 



10

5

0

D
ep

th
 (k

m
)

52
30

00
0

52
40

00
0

52
50

00
0

52
60

00
0

UTM
 Zo

ne
 10

 N
 N

ort
hin

g (
m)

45 0000

48 0000

44 0000

47 0000

46 0000

UTM Zone 10 N Easting (m)

EQ 1 Dip-Slip

0D
ip

 s
lip

 ra
te

 (m
m

/y
r) 0.05

N
or

m
al

10

5

0

D
ep

th
 (k

m
)

52
30

00
0

52
40

00
0

52
50

00
0

52
60

00
0

UTM
 Zo

ne
 10

 N
 N

ort
hin

g (
m)

45 0000

48 0000

44 0000

47 0000

46 0000

UTM Zone 10 N Easting (m)

EQ 2 Dip-Slip

0D
ip

 s
lip

 ra
te

 (m
m

/y
r) 0.02

N
or

m
al

10

5

0

D
ep

th
 (k

m
)

52
30

00
0

52
40

00
0

52
50

00
0

52
60

00
0

UTM
 Zo

ne
 10

 N
 N

ort
hin

g (
m)

45 0000

48 0000

44 0000

47 0000

46 0000

UTM Zone 10 N Easting (m)

EQ 3 Dip-Slip

0D
ip

 s
lip

 ra
te

 (m
m

/y
r) 8 x10-4

N
or

m
al

10

5

0
D

ep
th

 (k
m

)

52
30

00
0

52
40

00
0

52
50

00
0

52
60

00
0

UTM
 Zo

ne
 10

 N
 N

ort
hin

g (
m)

45 0000

48 0000

44 0000

47 0000

46 0000

UTM Zone 10 N Easting (m)

EQ 4 Dip-Slip

0D
ip

 s
lip

 ra
te

 (m
m

/y
r) 1.5 x10-2

N
or

m
al

Figure DR14. Slip on the Canyon River fault resulting from synthetic earthquake slip on the 
Cascadia subduction zone interface. Cascadia subduction slip configurations shown in Figure 
DR13. 
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