U-Th-Pb and Hf analytical methods at the Arizona LaserChron Center
to accompany Geosphere manuscript 
“U-Pb and Hf Detrital Zircon Reference for Paleozoic and Triassic 
Passive Margin Strata of Western North America”
by G. Gehrels and M. Pecha
Grain selection, imaging, and U-Pb data analysis

U-Pb data were first collected from all samples in 2006-2008 using a GVI Isoprobe and New Wave DUV193 laser (described below), and without the use of CL images to examine the location of analysis pits. Grains were selected at random, and ~100 grains were analyzed per sample. Optical images of the grains were used to exclude crystals with any type of zonation, fractures, or mineral/fluid inclusions. Analysis pits were located in central portions of crystals to reduce the chance of analyzing overgrowths or outer zones compromised by Pb loss. As described below, careful attention was paid to the pattern of 206Pb/238U during data acquisition, and any analyses that showed behavior different from the pattern observed during analysis of standards were rejected.  

A second set of U-Pb data was collected during 2009-2011 using a Nu HR ICPMS connected to a New Wave UP193HE excimer laser and then to a Photon Machines Analyte G2 excimer laser (described below), and with the aid of CL images to evaluate data quality. New mounts were prepared from the original yield of detrital zircons, grains for analysis were selected at random, ~100 grains were analyzed per sample, and R33 was included on each mount as a secondary standard. Following U-Pb data acquisition, the analyses were examined with the aid of CL images (reported in the DR CL Image File), and analyses in which laser pits overlapped more than one CL domain were rejected from further consideration. This rejection criteria is generally less restrictive of data quality than examination of 206Pb/238U patterns given that the latter also identifies analyses which are compromised by Pb loss and intersection of fractures. The CL images were generated using a Hitachi 3400N and a Gatan Chroma CL system (https://sites.google.com/a/geoarizonasem.org/semsite/).  

DR Tables 1-6 report all accepted U-Pb analyses, with each session reported separately and combined. Fortunately, there is little difference in data quality or results between the analyses evaluated with and without CL images. This comparison is quantified with the K-S statistic, which reveals that of the 27 samples analyzed twice, 24 yield K-S P-values >0.05 (average of 0.53). This indicates that there is >95% probability that most samples are not significantly different. The results of the K-S analyses are reported in DR Tables 1-6.
Hf measurements were conducted from the second set of mounts during seven different analytical sessions. Hf ablation pits are located on top of (or rarely adjacent to) the U-Pb pits in an effort to ensure that at least the initial portion of each Hf analysis is linked with the corresponding U-Pb age, and because most grains were too small for separate U-Pb and Hf pits. Although locating the Hf pit on top of the U-Pb pit sacrifices some precision, it ensures that the correct U-Pb age is applied to at least the initial Hf data. DR Table 7 reports all analyses of Hf standards, and DR Tables 8-13 present the sample Hf data.  

Instrumentation

U-Pb and Hf isotope data were collected at the Arizona LaserChron Center (www.laserchron.org) by Laser-Ablation Multicollector ICP Mass Spectrometry. U-Pb data were collected from 2006 to 2008 with an Isoprobe (from GV Instruments) connected to a DUV193 laser with standard cell (from New Wave Research). U-Pb and Hf data were collected during 2009 and 2010 with a Nu HR ICPMS connected to a New Wave UP193HE laser with a Super-Cell. Analyses during 2011 were conducted with a Photon Machines Analyte G2 excimer laser equipped with a HelEX cell. Instrument parameters and U-Th-Pb data acquisition methodology with the Isoprobe have been described by Gehrels et al. (2008) and Johnston et al. (2009). U-Th-Pb and Hf isotope methods with the Nu HR ICPMS and New Wave UP193HE laser were described by Gehrels et al. (2009) and Cecil et al. (2011). Following are details of data acquisition and analysis with emphasis on methods used with the Nu HR ICPMS and Photon Machines Analyte G2 laser.
Our Nu ICPMS utilizes 12 Faraday detectors equipped with 3 × 1011 Ω resistors and four discrete dynode ion counters, which remain fixed as beams are directed into them via an electrostatic zoom lens system (Fig. 1). This configuration provides enhanced signal:noise for the low intensity ion beams generated by laser ablation. The instrument accordingly has a factor of ~two improvement in signal:noise compared to standard 1x1011 ( resistors, but is limited to a maximum signal intensity of 3.4 V on each Faraday collector. 

For most U-Pb analyses, 238U, 232Th, and 208-207-206Pb are measured simultaneously in Faraday collectors, whereas 204(Pb+Hg) and 202Hg are measured with ion counters. For samples with small (<50 microns) zircons, U-Th-Pb are measured with all Pb isotopes in ion counters using methods similar to those described by Johnston et al. (2009). For Hf analyses, masses 180 through 171 are measured simultaneously in Faraday collectors (Fig. 1).  
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Figure 1: Instrument configurations used during data acquisition.
For all configurations, instruments are tuned prior to and during each session using solutions that were either aspirated in a spray chamber (Isoprobe) or evaporated in a Nu DSN-100 desolvating nebulizer (Nu HR). These solutions are used to set collector positions (Isoprobe) or zoom lens settings (Nu HR), as well as to adjust gas flows, magnet position, and ion optic settings for maximimum sensitivity and beam stability. Sensitivity of the instruments is ~100 V/ppm for the Isoprobe using a spray chamber and ~100 V/ppm for the Nu HR using a desolvating nebulizer (for uranium). 
Laser ablation is conducted using He as the carrier gas to increase sensitivity (e.g., Eggins et al., 1998; Günther and Heinrich, 1999). In order to reduce Hg content, research-grade He (99.999% purity) is used, and Hg levels are further reduced by passing the carrier gas through Hg removal traps (gold-coated quartz sand from Brooks Rand Labs) upstream of the ablation chamber. This reduces total 204 (mostly Hg) to an average of 300 counts per second (cps). A three-way valve is installed on the carrier gas line downstream of the ablation chamber to allow purging of the chamber without introducing air to the mass spectrometer. Argon make-up gas is mixed with the He using a Y connection located ~40 cm upstream of the torch. The make-up Ar gas flow is generally 4x the flow of He.  On the Isoprobe, a small volume of water is aspirated into the laser gases in the spray chamber in order to increase sensitivity (Gehrels et al., 2008). Aspiration of water does not increase sensitivity on the Nu HR, so laser gases are injected directly into the torch.  
For all instrument configurations, laser energy and high voltage are adjusted to achieve a fluence of ~5 J/cm2, and a repetition rate of 7 hz is used. This generates an ablation rate of 0.8 microns/second.  For U-Th-Pb, most analyses are conducted with a beam diameter of 30-35 microns. If grains are too small for this beam diameter, analyses are conducted with a 10-15 micron beam diameter and measurements are conducted with Pb peaks in ion counters. Hf analyses are conducted with a beam diameter of 40 or 30 microns. Figure 2 shows laser pits using our Photon Machines Analyte G2 laser system.  
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Figure 2: Laser pits using a Photon Machines Analyte G2 laser equipped with a HelEX cell.
U-Th-Pb Analyses
The methodology for U-Th-Pb analyses using the Isoprobe has been described by Gehrels et al. (2008) and Johnston et al. (2009). The methodology utilizing the Nu HR ICPMS is described below.

All measurements are made with one fifteen-second integration on backgrounds, with the laser off, followed by fifteen one-second integrations on peaks with the laser firing. A three second delay allows the laser beam to stabilize prior to measuring peak intensities. Figure 3 is a plot showing ion intensities during analysis of our Sri Lanka standard zircon.
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Figure 3: Ion intensities during a typical analysis of 15 seconds on backgrounds and 15 seconds on peaks. A three second delay prior to peak acquisition allows for transport of the laser ejecta and stabilization of the ion beams. Typical washout time between analyses is 20 seconds.  Intensities indicated are the average values for a typical analysis of our standard Sri Lanka zircon (age = 563.5 Ma, U = 518 ppm).

The measured intensities for each analysis are imported into an in-house data reduction program, “agecalc,” which reduces the data, alerts users to unusual analyses (e.g., high 204 counts or large age uncertainty), calculates ages, produces a publication ready data table, and creates Pb/U concordia diagrams.  
The first procedure in agecalc is to determine true ion intensities for U, Th, Pb, and Hg by subtracting measured background intensities from measured peak intensities. For analyses in which 202Hg is measured, the 204Hg contribution to residual 204 is subtracted based on the background-corrected 202Hg and the natural 202Hg/204Hg ratio of 4.34 (Wieser, 2006). Any residual 204 is interpreted to be 204Pb. For analyses in which 202Hg is not measured, the background-corrected 204 is interpreted to be entirely 204Pb. This assumption has little bearing on most ages because the background-corrected intensities are generally less than 100 cps, which is negligible compared to typical 206Pb intensities of 105-107 cps. However, any analyses with measured 204 greater than 500 cps are rejected in an effort to remove ages that are compromised by an inaccurate common Pb correction.  
The accuracy of our common Pb measurements and corrections is indicated on Figure 4, which is a plot of our measured 206/204 versus the 206/204 determined from ID-TIMS analyses of the same zircon standards (updated from Gehrels et al., 2008).   
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Figure 4: Plot comparing our measured 206/204 values with reported ID-TIMS 206/204 values for standard zircons. Red line represents 1:1 correlation.
Following background and Hg correction, 206Pb/238U and 208Pb/232Th ratios are corrected for fractionation that occurs with increasing pit depth. As shown in Figure 5, these ratios tend to increase, typically by ~10%, as a result of increasing interaction with the pit wall. To correct for this fractionation, the measured ratios are regressed to determine the optimal value for the third integration – the first two integrations are omitted to account for early instability in the ion beam. The standard deviation of this initial value is returned as the uncertainty on the isotope ratio. In contrast, fractionation is not observed in the 206Pb/207Pb and 206Pb/204Pb ratios, so the mean and standard deviation of all integrations are used for these isotope ratios (e.g., Figure 5).
Such plots are investigated carefully during each analysis to evaluate whether the material analyzed is homogeneous in both isotopic composition and crystal structure. Common exceptions to this linear behavior include steps in value, which suggest intersection of an age boundary, an inclusion of different mineral (or fluid), or a fracture. Also common are different 206Pb/238U slopes than seen in standard analyses, which generally indicate the presence of Pb loss or intersection of an age boundary at an oblique angle. In any of these cases (generally 5% of analyses if CL images are used and ~10% if CL images are not used) the analysis is rejected. There is no situation in which only segments of an acquisition are used for age calculation. 
[image: image15.png]Betat

50860 ETaS o e

o 02 o4 08 08 1 12 14 18 s 2 22

T

Beta¥b

LhBhESonnoa

e

0 002 004 00D 008 01 042 014 016 01 02 022 024 020 028 03 032 03 036
o)





Figure 5: Plots showing the down-hole behavior of 206Pb/238U and 206Pb/207Pb during a typical analysis, and the methods used for determining the reported isotope ratios. Red lines represent the average (solid line) and 1-sigma uncertainty (dashed lines) of the data.
Following background, Hg, and fractionation corrections, standard analyses are used to correct for fractionation of 206Pb/238U, 206Pb/207Pb, and 208Pb/232Th. The primary standard used is a large crystal of zircon from Sri Lanka, which has been analyzed by CA-TIMS by J. Mattinson. The known age is 563.5 ± 3.2 Ma (Gehrels et al., 2008). For each sample, this standard is analyzed ~five times at the start, once between every five unknowns, and then several times at the end.  For 100 unknowns, this results in ~28 standard measurements. The first step in using these standards involves correction for common Pb, which is based on the measured 206Pb/204Pb and the common Pb composition from Stacey and Kramers (1975) for an age of 563.5 Ma. This results in common-Pb-corrected 206Pb*/238U, 206Pb*/207Pb*, and 208Pb*/232Th ratios for the standards (indicated with an *).
The fractionation factor for each unknown is calculated with a sliding window that averages the isotope ratio of the closest six standards, and compares this measured value against the known isotope ratio of the standard. The resulting factor is applied to each unknown in the data set. The uncertainty of each set of six standards is also calculated (as the standard error) to provide an indication of reproducibility and systematic uncertainty. For a typical session this uncertainty is ~1.3% for 206Pb/238U, 0.9% for 206Pb/207Pb, and ~3% for 208Pb/232Th (at 2-sigma). The uncertainty is never significantly greater than these values because a session is aborted as soon as the scatter in Sri Lanka standard measurements is recognized to be greater than ~15 Ma (2-3%).  
The fractionation-corrected 206Pb/238U ratio for each unknown is then used to calculate a 206Pb/238U age, which is used to determine the composition of common Pb from Stacey and Kramers (1975). All ratios for each unknown analysis are then corrected first for this common Pb and second for fractionation. The resulting isotope ratios, which are corrected for background, common Pb, and fractionation, are used to calculate final ages.    

Uncertainties are separated into internal and external uncertainties depending on whether they correspond to a single measurement or to multiple measurements. Internal uncertainties are determined from the measurement of 206Pb/238U and 206Pb/204Pb for 206Pb*/238U ages, from 206Pb/207Pb and 206Pb/204Pb for 206Pb*/207Pb* ages, and from 208Pb/232Th and 208Pb/204Pb for 208Pb*/232Th ages. These contributions are combined quadratically given that the correlation of errors is negligible, and are reported as the uncertainty for each analysis.  
There are four different components propagated as external uncertainties. The most significant is the uncertainty of the fractionation correction determined from the measurement of primary standards with each sample. Second in significance is the contribution from the uncertainty in the composition of common Pb. Because uncertainties are not reported by Stacey and Kramers (1975), we instead use the variation in composition of modern common Pb (Doe and Zartman, 1979; Mattinson, 1987) as a guide. The compositional uncertainties that are propagated through the age equation are 1.5 for 206Pb/204Pb, 0.3 for 206Pb/207Pb, and 2.0 for 208Pb/204Pb (2-sigma). Third is the uncertainty in the age of our primary standard, which is ~0.6% (2-sigma). And finally, the uncertainty in the decay constants for 238U and 235U are included. These four uncertainties are combined quadratically given the low correlation of errors, and the average value for each sample is calculated. This value is reported for each sample in DR tables 1-6, and provides a measure of the systematic uncertainty appropriate for each individual measurement or any set of measurements in a sample.   
Data quality for each analysis is evaluated using tools in agecalc. Default filters are set to reject analyses in which:

-- uncertainty of 206Pb*/238U age is >10%.

-- uncertainty of 206Pb*/207Pb* age is >10%, unless 206Pb*/238U age is <500 Ma (because of the difficulty of measuring 206Pb/207Pb for young grains).

-- 204 intensity is >500 cps (to exclude analyses compromised by high common Pb).

-- discordance is >20% (high value is used in order to avoid biasing final data set against older grains, which are more susceptible to Pb loss). 

-- reverse discordance is >5% (suggestive of analytical issues).

These criteria result in rejection of ~5% of the analyses conducted for a typical sample.

Data are also examined in terms of clustering, with emphasis placed on grains that belong to age clusters (Gehrels, 2012). Ages that do not belong to clusters are used with caution because they may have been compromised by Pb loss or inheritance. In contrast, analyses that belong to clusters are more likely robust given that all processes of Pb loss and inheritance will generally disperse rather than cluster ages. 
The accuracy of our U-Pb ages is determined by analysis of secondary standards, and comparison with their known age. R33 is typically used as our secondary standard. Figure 6 shows the results of 115 R33 analyses that were conducted with the samples reported herein.  The average age of 419.4 ± 1.3 Ma (2-sigma) compares well with the reported ages of 419.26 ± 0.39 Ma (Black et al., 2004; ID-TIMS) and 420.53 ± 0.16 (Mattinson, 2010; CA-TIMS).
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Figure 6:  All analyses of R33 conducted as part of this study. R33 is included with unknowns on each mount and analyzed as a secondary standard.  The reported ages for R33 are 419.26 ± 0.39 Ma (Black et al., 2004; by ID-TIMS) and 420.53 ± 0.16 (Mattinson, 2010; by CA-TIMS).
The accuracy of our U-Pb analyses is also indicated by analysis of a variety of zircons that have been dated by ID-TIMS. Figure 7 is a plot that shows the results of 10 analyses of each standard during individual sessions, using a variety of instrument configurations and beam sizes. The average (box) and weighted mean uncertainty (horizontal line, expressed at 2-sigma) of each set of 10 analyses is shown for each session. Most analyses are within 1% of the true age, and, at least for >100 Ma ages, only a small proportion are >2% from the true age.  
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Figure 7: Plot comparing measured ages with known ages for zircon standards.  ID-TIMS age is represented by the vertical black line, and is reported to the right for each data set. Each box represents the weighted mean of 10 measurements, with no analyses rejected. All ages are based on 206Pb/238U unless otherwise indicated. ID-TIMS ages indicated by (*) have been determined by CA-TIMS. 
Hf isotope analysis
Determination of Hf isotope ratios from detrital zircons is challenging because (1) high (0.01%) precision is needed for the measured isotope ratios, (2) most grains are of limited size, which precludes the use of large laser beam diameters or rasters, (3) 176Yb and 176Lu interfere with measurement of 176Hf (Figure 1), and (4) Hf, Yb, and Lu have different fractionation behavior during ionization. To deal with the latter two challenges, solutions containing Hf, Yb, and Lu, as well as numerous standard zircons, are analyzed along with unknown zircons to ensure that corrections are made in a robust fashion. Our strategies for dealing with these complexities are described below, followed by an outline of our analytical procedures.  
Isotopic Fractionation of Hf
Isotope fractionation of Hf is determined by measurement of 179Hf/177Hf, both of which are free of interferences.  179Hf/177Hf is constant in nature and, by convention, is assumed to be 0.73250 (Patchett and Tatsumoto, 1980). The fractionation factor, or mass bias function, (Hf, is determined from an exponential expression that has the form:  (Hf= Ln (Robs/Rtrue) / ΔM.  The upper plot of Figure 8 is a plot of (Hf determined during a recent session.  
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Figure 8: Plots showing the relationship between Hf and Yb fractionation factors and signal intensity during laser ablation analysis. 23,045 integrations (line-by-line analysis) from standard zircons analyzed during a single session are shown. Lower plot shows that (Yb value is difficult to determine for low 171Yb intensities. 
Isotopic Fractionation of Yb and Lu

(Yb, which is slightly different from (Hf (Chu et al., 2002; Woodhead et al., 2004), is determined from the measurement of 173Yb/171Yb (both of which are interference free).  173Yb/171Yb is also constant in nature, with a reported value of 1.132338 (Vervoort et al. 2004; similar to value of Segal et al., 2003). (Yb is more difficult to determine than (Hf because the signal intensities of 171Yb and 173Yb are always lower than the intensities of 179Hf and 177Hf. Where the intensity of 171Yb is less than ~5 mv, we find that Yb fractionation correction is more accurate if (Hf is used for Yb isotopes (Figure 8, lower plot). Although it is not ideal to use the Hf fractionation factor to correct for Yb mass bias, low-Yb zircons require relatively minor correction and it is therefore possible to use (Hf without introducing large errors to the corrected 176Hf/177Hf. 

It is not possible to determine the mass bias for Lu directly given the presence of only two isotopes, 176Lu and 175Lu. It is accordingly assumed that Lu and Yb behave in a similar fashion, and (Yb is used for (Lu (following Woodhead et al., 2004). The impact of this assumption is negligible because there is generally much less (~5x) 176Lu than 176Yb or 176Hf.  
Interference corrections

Correction for the interference of 176Yb and 176Lu with 176Hf is done in the fashion described by Woodhead et al. (2004) and used by most other labs (e.g., Griffin et al., 2004; Iizuka and Hirata, 2005; Flowerdew et al., 2006; Wu et al., 2006; Slama et al., 2008; Kemp et al., 2009; Hawkesworth and Kemp, 2009; Gerdes and Zeh, 2009). Correction for interference of 176Yb is determined by monitoring 171Yb and assuming a 176Yb/171Yb ratio of 0.901691 (Vervoort et al., 2004; Amelin and Davis, 2005). Correction for the interference of 176Lu is determined by monitoring 175Lu and using 176Lu/175Lu = 0.02653 (Patchett, 1983).  

These corrections are done off-line using an in-house data reduction program “Hfcalc.”  Corrections are done line-by-line, such that interference-corrected 176Hf/177Hf is determined for each one-second integration. The reported 176Hf/177Hf for an analysis is based on the average and standard error of all integrations from an analysis (with a 2-sigma filter applied to remove outliers). We have found that this is more reliable than applying mass bias values determined from the average behavior during an analysis or a session.  
By design, Hfcalc does not provide the capability of selecting only a portion of an analysis. The rationale for this is to report a measurement uncertainty that is appropriate for the entire analysis, rather than for a portion of an analysis that has been selected on the basis of measurement precision or other criteria. Although this adds uncertainty to most measurements, it precludes decisions in data processing that can bias the final result or yield an underestimated uncertainty. 
Solution analyses
The robustness of these methods for correcting mass biases and isobaric interferences is evaluated in part by analyzing a 10 ppb solution of JMC475, which is a Hf standard solution prepared and distributed by Dr. Jonathan Patchett. Solution analyses are conducted using a Nu DSN-100, with an initial 60 second background (by ESA deflect) followed by 3 blocks of 20 measurements separated by 20-second background measurements. The integration period is 5 seconds. For 10 ppb solutions, total Hf beams of about 5 V are achieved (this is the maximum possible with our 3x1011 ( resistors given a maximum of 3.4 V on each collector). Instrument parameters (mostly gas flows and beam focusing) are adjusted such that the reported ratio (176Hf/177Hf = 0.282160; Vervoort and Blichert-Toft, 1999) is achieved. Next, a 10 ppb Hf solution from Spex Certiprep is analyzed to ensure that it yields the same isotope composition as JMC475. Spex is used because the supply of JMC475 is limited. Figure 9 shows the results of analyses of pure Hf solutions (both JMC475 and Spex) that were conducted while unknowns from this study were analyzed. The measured values for JMC475 and Spex solutions are indistinguishable from each other and from the reported value of 0.282160 (Vervoort and Blichert-Toft, 1999).
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Figure 9: Diagram showing results of analyses of JMC475 and Spex Hf solutions (10 ppb). Uncertainties of individual analyses are shown at 2-sigma. Pooled means and uncertainties are calculated with the weighted mean routine of Isoplot (Ludwig, 2008), with results reported at 2-sigma. 
Following analysis of the pure Hf solutions, 10 ppb Hf solutions containing varying amounts of Yb and Lu (all from Spex) are measured to ensure that the correct 176Hf/177Hf is determined. These solutions contain ~5x more Yb than Lu (similar to most zircons), and range up to nearly as much 176(Yb + Lu) as 176Hf.  

The results of these solution analyses are shown as black dots on Figure 10. Of significance is the consistent 176Hf/177Hf value of approximately 0.282160, in spite of the presence of high concentrations of 176Yb and 176Lu. This provides confidence that the instruments are operating correctly and that the methodology of correcting for isotopic fractionation and interference of 176Yb and 176Lu with 176Hf are robust.
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Figure 10: 176Hf/177Hf plotted against relative proportion of 176(Yb + Lu)/176Hf (shown as a percentage), for all solution and standard analyses performed during this study. Dashed lines represent the known or assumed isotopic composition of each solution or standard. Analyses conducted with a laser beam of 30 or 40 (m, as with unknowns. Uncertainties of individual analyses expressed at 2-sigma.
Laser ablation analysis of standard zircons
Once solution analyses confirm that fractionation and interference corrections are robust, zircon standards are analyzed by laser ablation. These standards are mounted together with unknowns, on the same mount, to ensure that standard data are directly applicable to unknowns.  

In situ Hf isotope data are acquired using a 30 or 40 (m diameter spot size and a laser pulse frequency of 7 Hz. The laser has a fluence of 5 J/cm2, which yields a drill rate of ~0.8 microns per second, and a total pit depth of 30-40 microns. Using a relatively small beam diameter (30-40 (m) limits the precision of the analyses reported because signal intensities are low (typical Hf beams range from 2 to 4 V). Using a small beam diameter also limits the duration of an analysis because signal intensity decreases rapidly once the pit depth exceeds the beam diameter. But using a small beam diameter is essential for this study to be able to analyze the smaller zircons present in most samples.   
The analytical routine begins with 40 seconds of on-peak background measurement followed by 60 seconds of laser ablation with a 1 second integration time. All corrections are made in Hfcalc on a line-by-line basis, and a 2-sigma filter is applied to each 60-second data block to remove outliers. As noted above, there is no capability to select only certain segments of an analysis. Analyses are rejected if the Hf isotopic composition changes during the analysis or if the laser burns through the grain.
The zircon standards are each analyzed twice at the start and end of each sample and between every ~25 unknown analyses. Standards include Mud Tank, Temora-2, FC-52 (similar to FC-1), 91500, Plesovice, R33, and SL2, which have been analyzed by solution ICPMS by Woodhead and Hergt (2005), Slama et al. (2008), Bahlburg et al. (2010), and Vervoort (2010). Figure 10 shows the results of all standards analyzed during this study. The critical observations from this plot are that the corrected 176Hf/177Hf values are similar to the known values (dashed lines) for all standards, and that there is no correlation of 176Hf/177Hf with concentration of Yb + Lu for any of the standards.  

Figures 11-17 present data from each standard, divided into the seven analytical sessions during which our unknowns were analyzed. These plots show that session-to-session reproducibility of all standards is generally within one epsilon unit, and in nearly all cases the session means are within two epsilon units of the established value. Most of the significant offsets from reported values are for our Sri Lanka zircon and R33. Offset of the Sri Lanka data is not surprising given that the crystal we use has not been analyzed by solution-ICPMS, and there is considerable variation in the three crystals that have been studied. For R33, it is possible that our batch of R33 crystals is different from what has been analyzed by Vervoort (2010) and Bahlburg et al. (2010). 
An additional observation from these plots is that the analytical precision improved significantly during our final session, when the Photon Machines laser was used. For standard analyses, the average uncertainty of each measurement of 176Hf/177Hf is 0.000114 (2-sigma) with the New Wave laser, whereas the average uncertainty is 0.000062 (2-sigma) using the Photon Machines laser (DR Table 7).  
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Figure 11: Analyses of zircon standard 91500, divided according to analytical session. Solid red lines indicate the reported solution means for this standard. Solid green line is the mean for all analyses. Dashed black lines are the means for each session. Pooled means and uncertainties are calculated with the weighted mean routine of Isoplot (Ludwig, 2008), with results reported at 2-sigma. Uncertainties for individual analyses expressed at 2-sigma.
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Figure 12:  Analyses of zircon standard FC52, divided according to analytical session. Solid red lines indicate the reported solution means for standard FC1, which is from the same body as FC52. Solid green line is the mean for all analyses. Dashed black lines are the means for each session. Pooled means and uncertainties are calculated with the weighted mean routine of Isoplot (Ludwig, 2008), with results reported at 2-sigma. Uncertainties for individual analyses expressed at 2-sigma.
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Figure 13: Analyses of zircon standard Mud Tank, divided according to analytical session.  Solid red line indicates the reported solution mean for this standard. Solid green line is the mean for all analyses. Dashed black lines are the means for each session. Pooled means and uncertainties are calculated with the weighted mean routine of Isoplot (Ludwig, 2008), with results reported at 2-sigma. Uncertainties for individual analyses expressed at 2-sigma.
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Figure 14: Analyses of zircon standard Plesovice, divided according to analytical session.  Solid red line indicates the reported solution mean for this standard. Solid green line is the mean for all analyses. Dashed black lines are the means for each session. Pooled means and uncertainties are calculated with the weighted mean routine of Isoplot (Ludwig, 2008), with results reported at 2-sigma. Uncertainties for individual analyses expressed at 2-sigma.
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Figure 15: Analyses of zircon standard R33, divided according to analytical session. Solid red lines indicate the reported solution means for this standard. Sold green line is the mean for all analyses.  Dashed black lines are the means for each session. Pooled means and uncertainties are calculated with the weighted mean routine of Isoplot (Ludwig, 2008), with results reported at 2-sigma. Uncertainties for individual analyses expressed at 2-sigma.
[image: image9.emf]0.2812

0.2813

0.2814

0.2815

0.2816

0.2817

0.2818

0.2819

0.2820

0.2821

176

Hf/

177

Hf

data-point error

symbols are 2

s

0.281679±0.000025

MSWD = 0.57

0.281685±0.000017

MSWD = 0.43

0.281686±0.000018

MSWD = 0.67

0.281700±0.000016

MSWD = 0.86

0.281672±0.000023

MSWD = 0.74

0.281681±0.000008

MSWD = 0.74

0.281684±0.000006

n = 269

MSWD = 0.69

Solution mean (BR266) = 0.281630 ± 0.0000010 (Woodhead and Hergt, 2005)

Laser ablation mean (CZ3) = 0.281697 ± 0.000012 (Ping et al., 2004) 

                                            0.281703 ± 0.000024 (Kemp et al., 2006)

Sri Lanka - SL2

epsilon

units


Figure 16: Analyses of zircon standard from Sri Lanka (SL2), divided according to analytical session. Solid red lines indicate a reported solution mean and two reported laser-ablation means for different Sri Lanka zircon crystals. Solid green line is the mean for all analyses.  Dashed black lines are the means for each session. Pooled means and uncertainties are calculated with the weighted mean routine of Isoplot (Ludwig, 2008), with results reported at 2-sigma. Uncertainties for individual analyses expressed at 2-sigma.
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Figure 17: Analyses of zircon standard Temora-2, divided according to analytical session.  Solid red lines indicate the reported solution means for this standard. Solid green line is the mean for all analyses. Dashed black lines are the means for each session. Pooled means and uncertainties are calculated with the weighted mean routine of Isoplot (Ludwig, 2008), with results reported at 2-sigma. Uncertainties for individual analyses expressed at 2-sigma.
Laser ablation analysis of unknown zircons

Analyses of unknowns are conducted with exactly the same acquisition parameters as the standard zircons. CL images are utilized for every analysis to ensure that the ablation pits do not overlap age zones. The Hf laser pits are located on top of the pits from which U-Pb age was determined in order to be able to correlate at least the initial portion of the Hf isotope analysis to the U-Pb age. Samples that show a significant change in ratio during the acquisition are rejected. This procedure gives confidence to the interpretation that the U-Pb and Hf data are linked, and that the U-Pb age can be used to correct the Hf data back to the time of crystallization. A better approach is to collect the U-Pb and Hf data simultaneously, with two different mass spectrometers (Vervoort and Fisher, 2012; Kylander-Clark et al., 2013), but this is not possible with our instrument configuration. 
At the end of each analytical session, all analyses from solutions and standard zircons are plotted together with unknowns in Hfcalc. Laser analyses with 1-sigma uncertainties greater than 0.000090 for 176Hf/177Hf are removed, and, as noted above, any analyses that show a down-hole change in ratio are excluded. No analyses are rejected based on measured value. The cutoff for switching from (Yb to (Hf is determined by comparing the measured and known values of the standard zircons. The final cutoff is the value that yields the minimum average offset of the standards, which, for this study, ranged from 4 to 10 mv of 171Yb. No additional corrections have been applied to any of the data reported herein.
Calculation of 176Hf/177Hf at time of crystallization

The 176Hf/177Hf at time of crystallization is calculated from measurement of present-day 176Hf/177Hf and 176Lu/177Hf, using the decay constant of 176Lu (λ = 1.867e-11) from Scherer et al. (2001) and Söderlund et al. (2004). The age of crystallization is also needed, which is determined from U-Pb analysis of the zircon crystal. As noted above, Hf analyses are conducted on top of the U-Pb ablation pits to ensure that the U-Pb age is appropriate for determining Hf isotope evolution.  

The calculation of 176Hf/177Hf at time of crystallization is as follows:



(176Hf/177Hf)t = (176Hf/177Hf)0 – (176Lu/177Hf)0  * (eλt – 1)  

Similarly, the εHf(t) value can be determined, which expresses (176Hf/177Hf)t  of the sample relative to (176Hf/177Hf)t of CHUR:  


εHf(t) = {[(176Hf/177Hf)tsample  / (176Hf/177Hf)tCHUR]-1} x 104



(176Hf/177Hf)tCHUR = 0.282785 - 0.0336 (eλt-1) 



where  (176Hf/177Hf)0CHUR (=0.282785) and  (176Lu/177Hf)0CHUR (=0.0336) are 



from Bouvier et al. (2008)

It is important to realize that these values for (176Hf/177Hf)t and εHf(t) are relevant for the age of crystallization of the zircon grain, which for most zircons significantly post-dates extraction from the mantle.  
Analysis of precision and accuracy
There are several important sources of uncertainty in measured 176Hf/177Hf ratios and epsilon Hf values determined by LA-ICPMS. As described by Bahlburg et al. (2009, 2010, 2011), the two main factors that can be evaluated directly include the correction for 176Yb and 176Lu interference with 176Hf, and the uncertainty of the measured 176Hf/177Hf. Contributions from the fractionation correction are best evaluated from analysis of zircon standards, as described above and shown on Figure 10. The lack of a correlation between interference-corrected 176Hf/177Hf and the abundance of 176Yb and 176Lu suggests that the interference correction contributes little error to the final 176Hf/177Hf. The actual contribution is difficult to quantify, but appears significantly less than the measurement uncertainty.
The primary contribution of uncertainty is from measurement of 176Hf/177Hf, which, as described above, is derived from the standard error of the 60 one-second integrations (with 95% filter). Following the procedure of Bahlburg et al. (2009, 2010, 2011), the reported uncertainty reported for 176Hf/177Hf and εHf(t) (DR Tables 8-13) is based on this measurement uncertainty. This is the procedure followed by most other LA-ICPMS analyses of Hf (e.g., Griffin et al., 2004; Iizuka and Hirata, 2005; Flowerdew et al., 2006; Wu et al., 2006; Slama et al., 2008; Kemp et al., 2009; Hawkesworth and Kemp, 2009; Gerdes and Zeh, 2009).  
As noted above, the measurement uncertainties for standards improved following addition of a new laser system, with measured 176Hf/177Hf uncertainty improving from 0.000114 to 0.000062 (2-sigma). For unknowns, the 176Hf/177Hf uncertainties improved from 0.000112 (4.0 epsilon units) to 0.000074 (2.6 epsilon units) (all at 2-sigma). The similarity of values for standards and unknowns indicates that unknown analyses were not significantly affected by matrix issues or by complex growth histories.  
The precision of our unknown analyses can also be evaluated by comparison with results from the standard analyses. As presented in DR Table 7 and shown on DR Figures 11-18, the MSWD values for zircon standards from each session and from all sessions are consistently less than 1.0. The same relationship is indicated by comparison of the standard deviations and average uncertainties for all standard analyses (average standard deviation = 0.000086, average uncertainty = 0.000112, both at 2-sigma). This suggests that the uncertainty assigned to each measurement is sufficient to account for the scatter among the measurements. Given that the average uncertainty of the unknowns is similar to the standards, as noted above, there is no evidence for excess scatter in the unknown measurements.   
The accuracy (or external precision) of the unknown measurements can also be evaluated by comparison with the standard analyses. As presented in DR Table 7 and shown on DR Figures 11-18, the corrected 176Hf/177Hf values for each standard (pooled for each session) are nearly all within 2 epsilon units of the assumed values. As described above, this is by design, given that tuning is adjusted so that standards yield accepted values. The accuracy of unknowns is accordingly interpreted to be within 2 epsilon units, which is similar to the external precision presented by Flowerdew et al. (2006) and Bahlburg et al. (2009, 2010, 2011). The reproducibility of analyses is estimated to be ~3 epsilon units based on the average standard deviation (expressed at 2-sigma) of the corrected 176Hf/177Hf of standards.
It should be noted that the measurement uncertainties reported herein are larger than commonly reported for LA-ICPMS analyses. This greater uncertainty results in part from uneven energy distribution and irregular pit geometry with our first laser system, but is also related to four aspects of our methodology that sacrifice internal precision to maintain accuracy. These four aspects are as follows:

(1) Hf laser pits are placed on top of U-Pb laser pits. This is done to ensure that at least the initial Hf measurements are made from the same material as the U-Pb analysis. This is essential for robust correction of 176Hf/177Hf back to the time of crystallization.

(2) Use of a small 30 (m laser beam diameter for most samples because grains are too small for analysis with a 40 (m beam diameter. This small spot size results in considerably greater uncertainty. Standards on mounts with small grains are also analyzed with a small laser beam diameter.
(3) Calculating uncertainties from all data acquired, rather than just a segment of an acquisition. This reflects our view that the assigned uncertainty should describe all of the data acquired rather than just a specific segment selected on the basis of precision or other criteria. 

(4) Tuning of the ICPMS such that standards yield reported values. Although such tune settings commonly yield somewhat lower ion intensities and larger measurement uncertainties, this procedure alleviates the need to apply additional correction factors to the standards and unknowns.  

Determination of Depleted Mantle Model ages  

Unfortunately, it is not possible to reliably determine Hf Depleted Mantle model ages based on LA-ICPMS analysis of most zircons because no information is available on the 176Hf/177Hf and 176Lu/177Hf of the source material(s) from which the zircon crystallized. The present day isotopic composition of the zircon crystal can be used to calculate 176Hf/177Hf at the time of crystallization, but this is not the 176Hf/177Hf at the time of mantle extraction unless the magma was derived directly from the mantle. Figure 18 shows an example of this simple situation.
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Figure 18: Simple situation in which a zircon grain crystallized from a magma that was generated from melting of mantle material. In this case the intersection of the Hf evolution trajectory and the Depleted Mantle array yields an age that corresponds to the age of mantle extraction.

Much more common is a situation in which a zircon grain forms from a magma derived from partial melting of crustal material that was extracted from the mantle at some time before crystallization. To determine the Hf model age, one would need to know the 176Lu/177Hf of the crustal source material(s) between the time of mantle extraction and the time of crystallization. Obviously a zircon grain measured today does not preserve this information, especially if it is a detrital crystal!  

One strategy that has been advocated by Griffin et al. (2004) and others is to assume that the crustal source material had the 176Lu/177Hf of average continental crust, and use this average 176Lu/177Hf to calculate the mantle extraction age.  An average value of 0.015 for 176Lu/177Hf is commonly used (e.g., Griffin et al., 2004) based on the values reported for typical plutonic rocks (Vervoort and Patchett, 1996) and typical sedimentary rocks (Vervoort et al., 1999). It is important to realize, however, that the 176Lu/177Hf for these materials is quite variable, with values that range from 0.0011 to 0.066. The average of the 140 analyses reported by Vervoort and Patchett (1996) and Vervoort et al. (1999) is 0.0115 with a standard deviation of 0.0078. To show the impact of such variations on the calculation of model ages, Figure 19 shows Hf evolution of the source rock for a 1.4 Ga zircon grain using 176Lu/177Hf values that are 1-sigma (0.0078) above and below the average value of 0.0115. Given that these values yield such different model ages, 2600 and 3800 Ga, it is clear that calculating Hf model ages using an assumed 176Lu/177Hf is highly dependent on the assumed value of 176Lu/177Hf. It is important to note that there is also a range of values for the Depleted Mantle array (e.g., Vervoort and Blichert-Toft, 1999, 2009), which would yield even greater uncertainties for model age calculations.  
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Figure 19:  Plot showing the impact of assuming different values of 176Lu/177Hf to calculate Hf Depeleted Mantle model ages for a 1.4 Ga zircon crystal. The solid red line is based on the average value of 140 176Lu/177Hf determinations of igneous and sedimentary rocks reported by Vervoort and Patchett (1996) and Vervoort et al. (2004). The dashed red evolution lines ages are based on values of 0.0188 and 0.0032, which are 1-sigma from the mean of these measured 176Lu/177Hf values.

An additional complexity arises from the typical situation in which a magma body is generated from the partial melting of several different country rocks, each of which has a different and unknown Hf evolution. This complexity is shown in Figure 20, with a 1.4 Ga zircon crystallizing from a magma that was generated by partial melting of two different country rocks. Given that it would be challenging to recognize all of the source components for a magma body, and that each source component has an uncertain Hf evolution, determining a depleted mantle model age for such a system is clearly not possible (Vervoort and Blichert-Toft, 1999; Vervoort, 2011). For these reasons, Hfcalc does not provide the capability to calculate Depleted Mantle model ages.   
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Figure 20: Plot showing the additional complexity that arises from the common occurrence of multiple source rocks contributing material to a 1.4 Ga magma body. Given that it is not possible to identify and characterize all source rocks involved in the formation of a magma body, and that the Hf evolution of each source is unknown, any depleted mantle model age calculated for these zircons is clearly unreliable. 
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