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S1: Maps and Distances along Flowlines 29 

Margin Width 30 

In this study, we relate the asymmetry of conjugate margins in the presence of a craton by 31 

comparing the margin width with the proximity of the rift to craton at rift initiation. In the central 32 

South Atlantic, from the Camamu-Gabon to the North Santos - South Kwanza margins (Fig. 1A), 33 

the extension was perpendicular to the margin (Davison, 1997; Meisling et al., 2001). We use 34 

observations for central South Atlantic by Heine et al. (2013), compiled from seismic, potential 35 

field and map data. From this dataset, we extracted: (a) the rigid crust extent which stands for areas 36 

of the crust that have not been deformed by the South Atlantic rifting, and the edges defined as 37 

landward edge of the margin (LEM), and (b) the landward limit of the oceanic crust (LaLOC). The 38 

width of the margins is the distance from LaLOC to LEM, and distance to cratons is the distance 39 

from LEM to the edge of the cratons, measured along the flowlines of the paleo reconstruction 40 

model by Pérez‐Díaz and Eagles (2014) (Fig. 1A,B). In numerical models, the margin width 41 

corresponds to the length of the thinned crust i.e., the distance from the necking zone to the onset 42 

of oceanic crust measured after continental breakup, while the distance to the craton is the distance 43 

between the weak seed and the edge of the craton. Note that the margin widths do not change after 44 

break-up.   45 

Distance to Craton 46 
Cratons are the ancient core of the continents, with thick, cold and mechanically strong 47 

lithosphere roots. To understand the craton extent, surface geological studies assume that the 48 



lithospheric roots are coupled to the overlying crust and describe the evolution of the cratonic 49 

blocks alongside other continental crustal tracts that form during the tectonic cycles of continental 50 

extension and collisional processes. These geological interpretations provide good first estimate 51 

of the extent of craton area during different time periods of evolution of continental blocks.  52 

In this study, we extracted the craton boundary inferred from previous geological 53 

reconstructions. The extent of the São Francisco, Angola and Congo craton and adjacent Pan 54 

African orogenic belts at Gondwana breakup time, were obtained from Trompette and Carozzi 55 

(1994), Pankhurst et al. (2008), Van Schmus et al. (2008) and Alkmim and Martins-Neto (2012). 56 

The craton boundary configuration shown at the time of continental break-up (Fig. 1A) has also 57 

been extensively used in plate reconstructions (Aslanian and Moulin, 2013; Eagles, 2007; Heine 58 

et al., 2013). Based on these studies, the Camamu-South Gabon Margin developed with the 59 

Brazilian side close to the São Francisco Craton and the African counterpart close to the West 60 

Congo Belt. According to a more recent study (Cavalcante et al., 2019), the West Congo Belt 61 

extended northward at the location of the South Gabon basin, forming the Gabon Corridor and 62 

also that the São Francisco and Congo cratons may be connected to the north of the Camamu-63 

South Gabon Margin. 64 

The present-day thick lithospheric craton extent is best represented by tomographic and 65 

thermochemical studies (e.g. Afonso et al. (2022); Begg et al. (2009); Celli et al. (2020); Ciardelli 66 

et al. (2022); Feng et al. (2007)), with the caveat of poor resolution due to the paucity of seismic 67 

stations in the western African side, in particular. These results show that the surface mapped 68 

Angola craton is not underlain by thick lithosphere (Afonso et al., 2022; Celli et al., 2020). 69 

However, the existence of kimberlites in the Angolan Shield with age ranging from 124-135 Ma 70 

indicate the presence of a thick cratonic root at the time of rifting (Afonso et al., 2022; Celli et al., 71 



2020) , as shown in Fig. 1A. Also, some extent of the Congo craton appears to have been eroded. 72 

In South America, however, cratonic blocks appear to have been preserved (see Ciardelli et al. 73 

(2022)), indicating that  the São Francisco craton lies very close to the coast line, where the rifted 74 

margin is narrow. 75 

The distance to the craton along the South Atlantic margins shown in Fig. 1B reflects the 76 

distance from the location of extension to the craton edge at the time of break-up and corresponds 77 

to the distance from the landward edge of the margin (LEM) to the craton boundary shown in Fig. 78 

1A.  79 

Interpretation of Seismic Lines 80 

The location of the interpreted seismic lines along the Camamu- South Gabon transect are shown 81 

as black thick lines in Fig. 1A. In this study, we use the previous interpretation of the seismic lines 82 

(Ros et al., 2017) shown in Fig. 1D to provide a simplified view of the conjugated margin 83 

asymmetry in terms of margin widths along with the crustal thinning profile and the faulting 84 

patterns on both the margins. The interpretation of seismic lines shows the narrow Camamu 85 

conjugate margin (~100-150 km) with abrupt crustal tapering and predominantly oceanward 86 

dipping faults while the much wider South Gabon conjugate is hyper extended (~200-250 km) 87 

with smoother crustal tapering. The seismic interpretation also indicates the asymmetric nature of 88 

the rifted margin architecture developed during a continuous rifting phase (e.g. Ranero and Pérez-89 

Gussinyé (2010)), and not due to several rifting phases, as observed in some North Atlantic 90 

margins (e.g., Naliboff and Buiter (2015)).   91 

S2: Numerical model formulation 92 

For the numerical experiments, we use a 2D finite element visco-elasto-plastic code 93 



branched from MILAMIN mechanical and temperature solvers (Dabrowski et al., 2008), and 94 

updated to include temperature and strain rate dependent non-Newtonian rheologies (see section 95 

S3  Model Rheology),  serpentinization and melting formulations (Ros et al., 2017), stress-free top 96 

surface (Andrés-Martínez et al., 2015), plastic and viscous strain softening (see section S4 Strain 97 

Softening mechanisms), Winkler bottom boundary, surface processes coupled to the tectonics 98 

(Andrés‐Martínez et al., 2019; Pérez‐Gussinyé et al., 2020). Hydrothermal cooling is implemented 99 

as a parameterized solution to simulate the permeability increase along high strain-rate zones (e.g., 100 

faults) that provides pathways for the downward water circulation (see section S7 Hydrothermal 101 

cooling).  102 

Numerical models similar to the mobile-belt models in this study are previously used to 103 

study the effect of lower crustal rheology on the melting and serpentinization (Ros et al., 2017), 104 

how surface processes coupled with rifting affects the margin architecture (Andrés‐Martínez et al., 105 

2019) and to explain the sedimentary unconformities observed at these margins (Pérez‐Gussinyé 106 

et al., 2020).  107 

The continuity equations of mass, momentum and energy are solved for incompressible 108 

Stokes flow. Velocity and Pressure are obtained by solving the Stokes force-balance equation. 109 

𝛻𝛻. 𝜏𝜏 −  𝛻𝛻𝛻𝛻 +  𝜌𝜌𝜌𝜌 = 0 110 

where  𝜏𝜏 is the deviatoric stress, 𝑃𝑃 is the total pressure, 𝜌𝜌 is the density, 𝑔𝑔 the gravitational 111 

acceleration. The mass continuity equation is  112 

     𝛻𝛻 . 𝑣𝑣 =  0 113 

where  𝑣𝑣 is the velocity. The temperature is solved by solving the heat conservation 114 

equation        115 

    𝜌𝜌 𝐶𝐶𝑝𝑝. 𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷

=  𝛻𝛻. (𝑘𝑘𝑘𝑘𝑘𝑘)  +  𝐻𝐻0 + 𝐻𝐻𝑠𝑠  116 



where  𝐶𝐶𝑝𝑝 is the effective heat capacity, 𝑇𝑇 is the temperature, t is the time, 𝑘𝑘 is the thermal 117 

conductivity, 𝐻𝐻0 the crustal radioactive heat production and 𝐻𝐻𝑠𝑠 the shear heating factor. Further 118 

details about the model setup are provided in Andrés‐Martínez et al. (2019) and Pérez‐Gussinyé 119 

et al. (2020).  120 

The surface processes in the numerical model is similar to that in Andrés‐Martínez et al. 121 

(2019) and Pérez‐Gussinyé et al. (2020). The landscape evolution in the sub-aerial domain is 122 

modelled using 1-D sediment mass conservation equation combining the hillslope and the fluvial 123 

transport processes as 124 

𝜕𝜕ℎ
𝜕𝜕𝜕𝜕

=  
𝜕𝜕
𝜕𝜕𝜕𝜕

 �(𝐾𝐾 + 𝑐𝑐𝑞𝑞𝑤𝑤𝑛𝑛 )
𝜕𝜕ℎ
𝜕𝜕𝜕𝜕
� 125 

where 𝐾𝐾 is the slope diffusivity, 𝑐𝑐 is the transport coefficient, 𝑞𝑞𝑤𝑤 is the water flux and 𝑛𝑛 ≥ 126 

1 is the power law relating the sediment transport with the water flux.  127 

By assuming a constant water discharge/rainfall δ, the water flux at downstream locations 128 

over the surface can be described as 129 

    𝑞𝑞𝑤𝑤 =  δ𝑥𝑥𝑑𝑑 130 

where 𝑥𝑥𝑑𝑑is the integrated downstream distance from topographic highs to the valley 131 

bottom, calculated at each timestep.   132 

In the submarine domain, the relationship between the sediment transport and the water 133 

flux is given by 134 

𝜕𝜕ℎ
𝜕𝜕𝜕𝜕

=  
𝜕𝜕
𝜕𝜕𝜕𝜕

 �𝐾𝐾𝑠𝑠𝑒𝑒(−𝜆𝜆𝑠𝑠ℎ𝑤𝑤) 𝜕𝜕ℎ
𝜕𝜕𝑥𝑥
� + 𝑆𝑆 135 

where 𝐾𝐾𝑠𝑠 is the submarine diffusion coefficient, 𝜆𝜆𝑠𝑠 is the submarine diffusion decay coefficient  136 



and  ℎ𝑤𝑤is the water depth and 𝑆𝑆 is the hemipelagic sediment rate. The sea-level is calculated 137 

isostatically at the start of the model assuming, sea-level is at 0 km depth for a crust of 30 km.   138 

We calculate the tectonic subsidence in the models with surface processes, by unloading 139 

the sediments using variable flexural rigidity along the thinned margins. At each time step, the 140 

flexural rigidity is calculated from the strength profile using the formulation by Burov and Diament 141 

(1995).The flexural rigidity along with the sediment thickness at the margins provide an estimate 142 

of the flexural rebound of the basement during the sediment unloading or backstripping process 143 

(e.g., Cunha (2008)). This flexural rebound is used to calculate the tectonic subsidence on the 144 

conjugate margins at each timestep. The calculated backstripped basement depths through the 145 

model evolution, for the locations shown by markers on either margin are shown in Fig. 4C and 146 

Movies S1, S2. 147 

S3:  Model Rheology  148 

The constitutive equation between the deviatoric stress (𝜏𝜏), in Stokes force-balance 149 

equation and the deviatoric strain rate (𝜀𝜀 ̇′) is given by   150 

    𝜏𝜏 =   𝜂𝜂𝑒𝑒𝑒𝑒𝑒𝑒  �2𝜀𝜀 ̇′ + 𝜏𝜏
𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

𝜇𝜇∆𝑡𝑡
� 151 

where  𝜂𝜂𝑒𝑒𝑒𝑒𝑒𝑒  is the effective viscosity, 𝜏𝜏𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 is the Jaumann corotational stress, 𝜇𝜇 is the shear 152 

modulus and ∆𝑡𝑡 is the numerical time step. The effective viscosity formulation depends on whether 153 

the material yields plastically or undergoes visco-elastic deformation. Following the Drucker-154 

Prager yield criterion, plastic deformation in the material dominates when the second invariant of 155 

the deviatoric stress 𝜏𝜏𝐼𝐼𝐼𝐼 is larger than or equal to the plastic yield stress  𝜎𝜎𝑦𝑦, which is defined as 156 

    𝜎𝜎𝑦𝑦 = 𝑃𝑃 𝑠𝑠𝑠𝑠𝑠𝑠 𝜑𝜑  + 𝐶𝐶 𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑  157 

where P is the pressure, 𝜑𝜑 and C are the friction angle and cohesion of the rock respectively. 158 



The plasticity formulation can be included in the viscous formulation by the Prandtl–Reuss 159 

flow law (similar to that in Andrés‐Martínez et al. (2019)) for yielding materials when 𝜏𝜏𝐼𝐼𝐼𝐼 =  𝜎𝜎𝑦𝑦 , 160 

by defining the effective viscosity  𝜂𝜂𝑒𝑒𝑒𝑒𝑒𝑒    as 161 

     𝜂𝜂𝑒𝑒𝑒𝑒𝑒𝑒  =  𝜎𝜎𝑦𝑦

�2𝜀𝜀 ̇′+ 𝜏𝜏
𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝜇𝜇∆𝑡𝑡 �𝐼𝐼𝐼𝐼

    162 

where ()𝐼𝐼𝐼𝐼 is the square root of the second invariant operator (Moresi et al., 2003). But 163 

when 𝜏𝜏𝐼𝐼𝐼𝐼 <  𝜎𝜎𝑦𝑦 , the material deforms visco-elastically, and the effective viscosity  𝜂𝜂𝑒𝑒𝑒𝑒𝑒𝑒  is given 164 

by 165 

          𝜂𝜂𝑒𝑒𝑒𝑒𝑒𝑒  =  � 1
 𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑  

+ 1
 𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑  

+ 1
µ ∆𝑡𝑡

�
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 where  𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑  and  𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑  are the dislocation and diffusion creep viscosities 167 

respectively. 168 

The viscous creep flow is defined by the non-linear power law dependent temperature and 169 

stress-dependent rheologies as: 170 

𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑𝑑𝑑 = S (γB)−
1
𝑛𝑛𝜀𝜀𝐼̇𝐼𝐼𝐼

1−𝑛𝑛
𝑛𝑛 𝑒𝑒𝑒𝑒𝑒𝑒 �

𝐸𝐸 + 𝑃𝑃𝑃𝑃
𝑛𝑛𝑛𝑛𝑛𝑛

� 171 

 where S is scaling parameter obtained from uniaxial/triaxial experiments (for principal 172 

stresses) to second-invariant-strain rate formulation of the viscosity, γ is a weakening factor (see 173 

section S4: Strain Softening), B is the pre-exponential factor of the flow law, n is the power-law 174 

exponent, E is the activation energy, V is the activation volume, R is the gas constant, and T is the 175 

absolute temperature. The values of these parameters are given in Table S1. 176 

The numerical model domain is composed of: (1) a wet quartzite upper crust (Gleason and 177 

Tullis, 1995), (2) a wet anorthosite lower crust (Rybacki and Dresen, 2000), (3) dry olivine 178 

lithospheric mantle (Hirth and Kohlstedf, 2003), and (4) wet olivine asthenosphere (Hirth and 179 



Kohlstedf, 2003).The wet anorthosite rheology is chosen for the lower crust, as a representative of 180 

intermediate strength profile between the strong mafic granulite and the weak wet quartzite 181 

rheologies (e.g. Andrés‐Martínez et al. (2019); Pérez‐Gussinyé et al. (2020)). In the numerical 182 

model, the viscosity of the materials is limited between the values from 1018 Pa.s to 1024 Pa.s. 183 

During the model run, melting is self-consistently calculated following the formulation 184 

given by Ros et al. (2017), so that as the lithosphere extends and mantle upwelling occurs, 185 

decompression melting occurs when the mantle temperature exceeds the solidus.  186 

The melting in the mantle depletes the mantle source and decreases the mantle density. 187 

From the reference densities used for different layers (Table S1), the density changes with 188 

temperature and also the amount of depletion.  The density in the model follows the Boussinesq 189 

approximation (Ranalli, 1995), and is expressed as 𝜌𝜌 =  𝜌𝜌0( 1 −  𝛼𝛼 (𝑇𝑇 −  𝑇𝑇0) −  𝛽𝛽𝛽𝛽), where 𝜌𝜌 is 190 

the density, α is the thermal expansivity, β is a factor that parameterizes the influence of melt 191 

extraction on density and is equal to 0.044 (Armitage et al., 2014), F is the melt depletion, 𝜌𝜌0 is 192 

the reference density and 𝑇𝑇0 is the reference temperature, 0o C.  193 

The initial melt depletion profile along with temperature also influences the composition 194 

of the lithospheric mantle and asthenosphere. The lithospheric mantle is modelled as dry olivine 195 

with 4% constant melt depletion. Asthenospheric mantle is modelled as wet olivine with water 196 

content of 500 ppm H/Si and 0% initial depletion. The effect of depletion on the viscosity is 197 

dependent on the amount of water in the asthenospheric mantle and results in viscosity increase 198 

with increasing dehydration during the melting phase. To simulate this effect of increase in 199 

viscosity during melting in the asthenospheric mantle, i.e., as the melt depletion increases from 200 

0% to 4%, the rheology is modelled as a mixture of wet and dry olivine with increasing proportion 201 

of dry olivine. Thus, in asthenospheric mantle, for melt depletion greater than or equal to 4%, all 202 



the water is assumed to be extracted from the melt residue (Morgan, 1997) and rheology changes 203 

from wet to dry olivine. Further, at the lithosphere-asthenosphere boundary (LAB), melt depletion 204 

is linearly reduced from 4% to 0% representing a smooth, 5 km wide, transition for the dry-wet 205 

olivine interface (Fullea et al., 2011; Khoza et al., 2013).  206 

S4. Strain softening mechanisms 207 

Faults and shear zones form in the plastic and viscous domain when deformation localizes 208 

into these weakened bands and further weakens these zones. The effect of strain weakening in the 209 

viscous domain is implemented by the reduction in effective viscosity with increase in viscous 210 

strain during the development of shear zones. Various processes are suggested to explain the strain 211 

softening mechanisms like dynamic recrystallization causing a reduction in the grain-size (Handy 212 

et al., 2007), dissipative heating (Regenauer-Lieb et al., 2006), phase changes (Brodie and Rutter, 213 

1987) and the development of lattice preferred orientations in the upper mantle (Tommasi et al., 214 

2000). The dynamic recrystallization mechanism is found to play a fundamental role in rheological 215 

weakening during the development of shear zones in the viscous domain (Platt and Behr, 2011). It 216 

is also shown that the strain softening effects are limited to temperatures > 800 oC  and reduces 217 

with temperature (Précigout and Gueydan, 2009). To simulate the overall effect of rheological 218 

weakening broadly based on these studies, we introduce a factor γ in the viscous creep flow 219 

formulation used in the numerical model. This temperature-dependent factor γ decreases with an 220 

increase in the accumulated second strain invariant 𝜖𝜖𝐼𝐼𝐼𝐼 and is given by 221 

   γ(𝑇𝑇) = �𝜖𝜖𝐼𝐼𝐼𝐼𝐼𝐼 −  𝜖𝜖𝐼𝐼𝐼𝐼�  γ2(𝑇𝑇)−γ1
(𝜖𝜖𝐼𝐼𝐼𝐼𝑓𝑓− 𝜖𝜖𝐼𝐼𝐼𝐼𝐼𝐼)

+  γ1  222 

where γ2(𝑇𝑇) is temperature dependent with a value of 20 between 0oC and 800oC followed 223 

by an exponential decrease from γ2(𝑇𝑇) = 20 at 800oC to γ2(𝑇𝑇) = 1 at 1200o C, γ1 = 1, 𝜖𝜖𝐼𝐼𝐼𝐼𝐼𝐼 = 1 and 224 

 𝜖𝜖𝐼𝐼𝐼𝐼𝐼𝐼 = 0 for viscous strain softening factor γ(𝑇𝑇) ranging from 1 to 20. For a value of 20, this will 225 



correspond to a maximum reduction of 0.42 in the effective viscosity at 800°C and decreases 226 

exponentially with increase in temperature to 1200°C (Précigout and Gueydan, 2009). 227 

In mobile-belt model experiments, an increase in the viscous strain softening (VSS) factor 228 

γ1, increases the degree of asymmetry in the final rifted margin architecture. In Fig. S3 (A-C), we 229 

show how a mobile-belt model with initial crustal thickness of 40 km is almost symmetric when 230 

the VSS factor  γ1 = 1   i.e., when there is no strain softening in the viscous domain in the model. 231 

But, with increasing VSS factor i.e., at T = 800oC for γ2(𝑇𝑇) = 10 to γ2(𝑇𝑇) = 20, the asymmetry in 232 

the models increases while all the other parameters in the models remain constant. 233 

In the plastic domain, faults represent the discontinuities along which mechanical rock 234 

strength decreases with increase in the accumulated plastic strain. In numerical models, the 235 

reduction in the yield stress with increase in plastic strain is simulated by using a linear parametric 236 

function that reduces the initial friction angle of 30o (friction coefficient of 0.577) to 15o (friction 237 

coefficient of 0.268) when the accumulated plastic strain increased from 0 to 1.  Cohesion is kept 238 

constant throughout the model evolution at 10 MPa. 239 

S5: Initial and boundary conditions for mobile belt and craton models  240 

The initial model domain for both mobile-belt and craton models is 600 km wide and 300 241 

km deep box and is discretized using a Lagrangian mesh composed of triangular elements, which 242 

increases in width due to the prescribed velocity boundary conditions. The mesh element 243 

resolution of 1 km in the upper crust, 2 km in the lower crust and 5 km in the mantle respectively. 244 

The rheological lithosphere-asthenosphere boundary (LAB) is at an initial depth of 110 km in the 245 

mobile-belts. 246 

Full extension velocity (Vext) is 10 mm/yr, to reproduce the initial rifting velocities in the 247 

central South Atlantic. The boundary conditions are half-extension velocities applied to the lateral 248 



boundaries of the model box in all the numerical experiments. The model has a free surface on the 249 

top and is supported by a Winkler foundation at the bottom.  250 

In the mobile-belt models, the temperature boundary conditions are 0oC, 1300oC at the top 251 

and bottom of the model, respectively. In addition, the region located between the initial LAB 252 

boundary (which is at 110 km in mobile belts) to the bottom of the model is also kept constant at 253 

1300oC during the model run, as it is assumed to have a negligible adiabatic gradient (0.3oC/km,  254 

(Phipps Morgan, 2001). The rheological LAB is tracked with tracers through time, so the position 255 

of the LAB is known at every timestep.  The temperature of the asthenosphere between the initial 256 

LAB depth (110 km) to the bottom of the boundary is always maintained at 1300oC. As the rifting 257 

evolves and the lithosphere thins (to depths shallower than the initial rheological LAB depth), the 258 

whole asthenosphere-lithosphere system is allowed to conductively cool. Evidence of this cooling 259 

is observed in slow and ultra-slow spreading systems.  260 

The setup for craton model experiments is shown in Fig S1. In nature, the observed cratonic 261 

crustal thickness varies from 35 to 50 km thickness (Durrheim and Mooney, 1994; Ford et al., 262 

2010). The crust at cratons is inferred to be mostly felsic (Delph and Porter, 2015) with the 263 

exception of areas affected by plumes, while mobile belt is found to be slightly more mafic 264 

(Kgaswane et al., 2009). However, for simplicity, we assume that the crustal thickness and 265 

composition in the cratonic lithosphere is the same as that of the adjacent mobile belts. The cratons 266 

are simulated with a 200 km thick lithosphere and placed adjacent to the normal continental 267 

lithosphere of 110 km thick lithosphere with transition between cratonic and mobile-belt 268 

lithosphere is modelled as sharp transition that occurs at an angle of 80o ((Ritsema and van Heijst, 269 

2000), but note that we also tested models with other slopes at the transition (Section S8). The 270 

temperature boundary conditions are 0oC and 1300 oC at the top and bottom of the model. Just like 271 



in the mobile-belt models, the rheological LAB in craton models (Fig. S1) is tracked with tracers 272 

through time, so the position of the LAB is known at every timestep.  Throughout the craton model 273 

experiments, the temperature of the asthenosphere is kept to 1300 oC, in the area located between 274 

the model bottom and the tracked rheological LAB, with exception of the areas where the 275 

lithosphere has thinned enough, so that the tracked LAB is less than 110 km (i.e., the initial mobile 276 

belt LAB depth).  277 

In the craton models, the thick craton region is simulated to have a lateral extent of 200 km 278 

(Fig. S1). In this study, we test the effect of the influence of the proximity of a craton on the 279 

polarity of conjugate margin asymmetry by initiating rifting using the thermal weak seed at 50, 280 

100 and 200 km distances from the craton edge. Since we use a model setup with initial lateral 281 

extent of 600 km, even when the thermal weak seed is placed at 200 km from the craton edge, the 282 

right lateral boundary is still 200 km away from the rift locus. Our experiments with mobile-belt 283 

models and previous studies (Andrés‐Martínez et al., 2019; Pérez‐Gussinyé et al., 2020) confirm 284 

the rift evolution with lateral boundaries >= 200 km from the rift locus is essential to avoid any 285 

edge effects on the rift evolution. 286 

S6: Initial weak seed and Randomization of the initial friction angle 287 

In numerical modelling studies, weak seeds are used to initiate deformation at a particular 288 

choice of location. We use a 2D-Gaussian temperature weak seed of 10 x 20 km size located at 30 289 

km depth and 100oC maximum temperature increment, which allows the experiments to initiate 290 

rifting in regions of interest. The increase in temperature associated with thermal weak seed 291 

diminishes by thermal diffusion, in the first 4 - 5 m.y., as the model evolves (Movie S1). We also 292 

tested the model setup with a weak seed consisting of over-thickened crust of size (20 km x 4 km) 293 

at the bottom of the lower crust (Fig. S7A). The evolution of asymmetric margins in the craton 294 



models is consistent with those from the numerical experiments using the thermal weak seed to 295 

initialize deformation in the models (Fig. S7B). 296 

In the plasticity formulation of the numerical model, at model start, we add a random field 297 

varying between -1 to 1 multiplied by the amplitude of variation of 2o to the initial friction angle 298 

at each integration point so that the initial friction angle varies in space with values between 28o - 299 

32o. Note that this random field is not constrained spatially, so it doesn’t imply any localized spatial 300 

heterogeneities and extends throughout the domain space (Fig. S2). This is intended to simulate 301 

the natural heterogeneities that may affect the plastic strain localization. The random initial friction 302 

angle is then reduced linearly to final friction angle of 15o in the range of accumulated strain from 303 

0 to 1. 304 

The randomization in the initial friction angle parameter is implemented in order to analyze 305 

the polarity of the asymmetry in the numerical experiments. For each configuration of mobile-306 

belts and craton models, we run models with 10 different randomized friction angles with all the 307 

other parameters kept constant. Note that, the 35 km thick crust mobile-belt models evolve into 308 

symmetric conjugate margins, so the randomization effect of the initial friction angle is not evident 309 

(Fig. 3B). For mobile-belt models with 40 km crustal thickness, identical models with different 310 

initial friction angle randomizations result in different polarity of the asymmetry, as shown in Fig. 311 

S3(E, F). Out of the 10 numerical experiments for mobile-belt models with 40 km crustal thickness, 312 

6 simulations show polarity of the asymmetry on one side while the other 4 simulations show 313 

polarity of the opposite sense. 314 

However, in craton models with the same 10 randomizations in initial friction angle as 315 

mobile-belt models, we observe that all the experiments result in similar polarity of the rift 316 



asymmetry, i.e., the narrow margin of the asymmetry always occurs on the craton side irrespective 317 

of the initial crustal thickness used in models (35 km or 40 km). 318 

S7: Hydrothermal Cooling 319 

To consider the cooling effects of seawater circulation, we implement a parameterized 320 

conductive hydrothermal cooling that effects the thermal conductivity, k, along active faults, which 321 

are the main conduits for fluids (Morgan and Chen, 1993): 322 

𝑘𝑘 = 𝑁𝑁𝑁𝑁 ∙ 𝑘𝑘0         323 

where, 𝑘𝑘0 is the background conductivity and Nu, is a function of a nominal plastic strain rate 𝜀𝜀̇𝐻𝐻 324 

and a corresponding nominal Numax. The deformation-dependent function to estimate 𝑁𝑁𝑁𝑁 is 325 

given by:  326 

𝑁𝑁𝑁𝑁 = 1 + (𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚 − 1)�1 − 𝑒𝑒
�−

3𝜀̇𝜀𝐼𝐼𝐼𝐼
𝑝𝑝

𝜀̇𝜀𝐻𝐻
�
� 327 

where 𝜀𝜀𝐼̇𝐼𝐼𝐼
𝑝𝑝  is the second invariant of the plastic strain-rate, which is used as a proxy for permeability. 328 

In this study, we set 𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚 = 10, and 𝜀𝜀̇𝐻𝐻 = 1 × 10−13 s-1. The hydrothermal cooling is active at 329 

depths where temperature is less than 600oC isotherm, the maximum temperature at which the 330 

permeability of rocks is expected to be too low for fluid flow. According to our formulation, 331 

implies that the intensity of cooling increases with increasing localization. The parameterized 332 

hydrothermal cooling favors the development of deep penetrating brittle faults during the final 333 

stages of rifting, thereby promoting break-up compared to models without hydrothermal cooling. 334 

S8: Influence of LAB slope at the craton-mobile belt edge 335 

In this study, the craton models are simulated by replacing the normal continental 336 

lithosphere on one side of the lateral domain by a 200 km thick lithosphere (Fig. S1). We primarily 337 

use the craton models with a steep transition of 80o to test our hypothesis and discuss the 338 



implications on the degree and the polarity of the asymmetry of the rifted conjugate margins. 339 

However, we tested different model setups with the slope of transition between the thick cratonic 340 

lithosphere adjacent to the continental lithosphere ranging from 20o - 60o in steps of 20o.  341 

The results of these craton models, are consistent with those observed in models with 342 

steeper slope (80o) of LAB transition (Fig. S6) in terms of the polarity and degree of rift 343 

asymmetry. We conclude that the slope of the LAB transition at the craton mobile-belt edge has 344 

no effect on the degree or polarity of the asymmetry in the final margin conjugate architecture. We 345 

also observe the cratonic lithosphere remixing with the adjacent convective asthenosphere in all 346 

the configurations of the slope of the LAB transition at the craton mobile-belt edge. The slope of 347 

the LAB at this edge however affects how this transition evolves as rift progresses in time. It is 348 

observed that at gentler slopes of transition from 20o - 60o, the craton mobile-belt edge doesn’t get 349 

significantly weakened locally at any point along the junction. Rather, the horizontal component 350 

of the asthenospheric flow uniformly affects the entire LAB junction when the transition gently 351 

slopes towards the mobile-belt.  However, at a steep angle of LAB transition (at 80o), it is observed 352 

that the sharp transition results in a small undulation in the cratonic lithosphere early in the synrift 353 

phase (Fig. S4) that grows into a sub-horizontal channel driven by the asthenospheric flow (Movie 354 

S2). In models with the steep angle of the LAB (at 80o) at the craton mobile-belt edge, this sub-355 

horizontal channel is observed at the depth of around 110 km i.e., the initial depth of mobile belt 356 

LAB, and forms as a result of focused asthenospheric flow at this location.   357 

S9: Stability of the craton  358 

In the craton model setup, the craton lithosphere at the craton-mobile-belt interface is 359 

modelled as strong and buoyant compared to the adjacent asthenospheric mantle. Previous 360 

numerical studies indicate that a strong lithosphere is necessary for maintaining the integrity of the 361 



lithospheric root from the adjacent mantle convection flow (Doin et al., 1997; Lenardic and 362 

Moresi, 1999; Salazar-Mora and Sacek, 2021). In the model setup, the rheology of the mantle (dry 363 

olivine for mantle lithosphere and wet olivine for asthenosphere) along with low geothermal 364 

gradient in the craton results in a strong lithospheric root adjacent to the asthenosphere at the craton 365 

mobile-belt edge. To test the stability of the lithospheric step at the craton-mobile belt edge, we 366 

run the simulations with the craton setup with full extension velocity of 0.1 mm/year (Fig. S5). 367 

We observe instability and associated flow in the asthenosphere at the craton-mobile-belt edge, 368 

because of the Winkler boundary condition at the bottom, and the lateral heterogeneity in the 369 

lithospheric thickness, but the small edge driven convection observed is in the reverse sense to that 370 

observed in the craton models with finite extension (Fig. S4). The craton-mobile belt boundary has 371 

not deformed significantly for almost 30 m.y. (Fig. S5) and the lithospheric root of the simulated 372 

craton is also not affected significantly during this time. We also find the thermal field to be in 373 

steady state and consistent with the geothermal gradients for the mobile-belt and craton 374 

lithosphere. Also note that there is no sign of the temperature perturbation used in the initial 375 

thermal weak seed (100oC) in the crust (Fig. S1) which gets diminished within 3 - 4 m.y. after rift 376 

onset. 377 

 378 

 379 

 380 

 381 

 382 

 383 

 384 



Figure S1: Model Setup 385 

 386 

Figure S1 Model Setup The initial model domain extending over 600 km laterally and 300 km deep. The 387 

temperature profiles in the mobile-belt side with lithospheric thickness of 110 km and the craton side with 388 

lithospheric thickness of 200 km are shown. The thermal weak seed of 10 x 20 km size located at 30 km depth 389 

with a maximum increase in 100oC is laterally at a distance of 50 km from the craton mobile-belt edge. Half 390 

extension velocity (0.5 * Vext) is applied on either side of the domain. The model has free surface on the top and 391 

supported by Winkler foundation at the bottom. Note the lower geothermal gradient of the simulated craton 392 

lithosphere compared to that of the adjacent mobile-belt lithosphere.  393 

 394 

 395 

 396 

 397 



Figure S2: Randomization of initial friction angle 398 

 399 

Figure S2 Plot of the randomized initial friction angle at the integration points spread throughout the 400 

model domain to simulate the natural heterogeneities observed in nature. The friction angle at model start (initial 401 

condition) is randomly varied between 28o to 32o and with increasing accumulated strain, the strain softening 402 

function linearly decreases the friction angle to 15o.  403 

 404 

 405 

 406 
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 410 

 411 
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Figure S3: Mobile-belt Models 413 

 414 

Figure S4: Craton model Evolution 415 

Figure S3 Configuration for chosen time steps for different numerical experiments of mobile-belt models. 
Discontinuous black lines represent isotherms [oC]. (A) Mobile-belt experiment with 40 km thick crust with 
viscous strain softening parameter (VSS) factor ranging from 1 -1 i.e., no strain softening is applied in the model, 
(B) and (C) are the same as (A) but with increasing VSS factors ranging from 1 to 10, and 1 to 20 and (A-C) 
Mobile-belt models are at the breakup time (~22 m.y.) in their evolution. Asymmetry increases with increasing 
maximum VSS factor. Unless specified, the VSS factor used in this study is 1 to 20.  (D) Mobile-belt models with 
35 km crust, results into symmetric conjugates. (E, F) Mobile-belt models with 40 km crust resulting in asymmetric 
margins but opposite polarity. The experiments (E, F) differ in the spatial randomization of the initial friction 
coefficient, which varies between 28o - 32o. Note that geometries and length of the margins are similar but polarity 
of the asymmetry is inverted. Plastic, viscous strain rates [s-1] are shown in red, blue shadings respectively and 
sediments color-coded by age are shown. 



 416 



 417 



 418 

Figure S4 Snapshots of the craton model with initial crustal thickness of 40 km at different timesteps of 419 

the evolution till 45 m.y. Viscosity field is plotted showing the evolution of the geometry of the lithosphere-420 

asthenosphere boundary (LAB) along with the velocity vectors. The LAB at the craton-mobile-belt junction 421 



experiences high strain rates (refer to Fig. 2E). Also, note the gradient of horizontal velocity of asthenospheric 422 

flow from bottom to top observed adjacent to the craton (highlighted by the red box) that results in the deformation 423 

at the depth of 100 – 110 km (depth of the mobile-belt LAB).  and forms finger like structure during the early 424 

stages of evolution of the model simulation (5 m.y.- 25 m.y.). This sub-horizontal channel in the cratonic 425 

lithosphere evolves over time, weakening this area. After 25 m.y., the shallow convection adjacent to the craton 426 

lithosphere will deform the craton lithosphere above this sub-horizontal channel and results in fragmentation (Refer 427 

to Movie S2). The sea-level and water is represented by the cyan patch on the top. 428 
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Figure S5: Craton model with negligible extension 442 

 443 

Figure S5 Snapshot of the craton model with initial crustal thickness of 40 km and thermal weak seed at 444 

50 km from the craton edge with negligible extension (full extension velocity of 0.1 mm/yr) at the lateral 445 

boundaries at 30 m.y. The color codings for layers is similar to that of Fig. S1. The isotherms are shown in blue 446 

dashed lines with labels indicating the temperature [oC] at the base of upper crust, lower crust and the LAB. The 447 

velocity vectors are shown in white indicating the flow of asthenosphere caused by the steep lithospheric step at 448 

the craton mobile-belt edge. The edge driven convection caused by the lithospheric step at the craton mobile-belt 449 

edge is in the opposite direction to that in craton models with finite extension on the lateral boundaries. 450 

 451 
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Figure S6: Craton Models with different slopes of craton-mobile belt edge 457 

 458 



Figure S6 Snapshots of the craton models at 50 m.y. with initial crustal thickness of 40 km and thermal 459 

weak seed at 50 km from the craton edge with (A) initial slope of the LAB at the craton-mobile belt edge is 60o, 460 

(B) initial slope of the LAB at the craton-mobile belt edge is 40o, (C) initial slope of the LAB at the craton-mobile 461 

belt edge is 20o. Plastic and viscous strain rates [s-1] by red, blue shadings respectively and sediments color-coded 462 

by age are shown. The sea-level and water is represented by the cyan patch on the top. The color codings for layers 463 

is similar to that of Fig. S1. The isotherms are shown in black dashed lines with labels indicating the temperature 464 

[oC] at the base of upper crust, lower crust and the LAB.  465 
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Figure S7: Craton Model with a weak seed of over-thickened crust 483 

 484 

Figure S7 Snapshots of a craton model with 40 km initial crustal thickness with a weak seed consisting of 485 

over-thickened crust (20 km wide x 4 km thick) at a distance of 50 km from the craton mobile-belt edge at (A) model 486 

start (with overthickened crust weak seed as shown) and (B) at break-up time (21 m.y.). The isotherms indicating the 487 

temperature [oC] are shown in black dashed lines. Plastic, viscous strain rates [s-1] by red, blue shadings respectively 488 

and sediments color-coded by age are shown. The sea-level and water is represented by the cyan patch on the top. 489 

 490 



Table S1. Model parameters and rheological constants used for numerical models 491 
Thermomechanical parameters  

Variable [unit] 
Wet 

Quarzite 
(UC) 

Wet 
Anorthite 

(LC) 

 Dry 
Olivine 
(LM) 

Wet  
Olivine  
(AM) 

Dislocation pre-exponential factor log 
(Bdis) [Pa-n s-1]  

-28.0 -15.4 -15.96 -15.81 

Dislocation exponent ndis 4.0 3.0 3.5 3.5 

Dislocation activation energy Edis [kJ/mol] 223 356 530 480 

Dislocation activation volume Vdis [10-6 
m3/mol] 

- - 13 10 

Diffusion pre-exponential factor log (Bdif) 
[Pa-n s-1]  

- - -8.16 -8.64 

Diffusion exponent ndif - - 1 1 

Diffusion activation energy Edif [kJ/mol] - - 375 335 

Diffusion activation volume Vdif [10-6 
m3/mol] 

- - 6 4 

Shear Modulus 𝜇𝜇 [GPa]  36 40 74 74 

Thermal conductivity 𝑘𝑘 [Wm-1 K-1] 2.5 2.5 3.3 3.3 

Heat capacity CP [J kg -1 K-1] 1200 1200 1200 1200 

Radiogenic heat production H0 [µWm-3] 1.1 0.13 0 0 

Bulk Density 𝜌𝜌0 [kg m-3] 2700. 2850. 3360. 3360. 

Thermal expansivity coefficient 𝛼𝛼 [10-5 K-

1] 
2.4 2.4 3.0 3.0 

Cohesion (MPa) 10 10 10 10 

Initial friction angle (degrees) 30 30 30 30 
Final friction angle (degrees) 15 15 15 15 

Constants Value 
Triaxial scaling parameter F 𝐹𝐹 = (2(1−𝑛𝑛−1 ) 3(0.5�1+𝑛𝑛−1 �))−1 
Depletion factor for density dependence 𝛽𝛽b 0.04 

 Surface process parameters 
Subaerial hillslope diffusion 𝐾𝐾 [m2/year]c 0.25 

Subaerial discharge transport coefficient 𝑐𝑐 

d  
10-3 

Submarine diffusion coefficient 𝐾𝐾𝑠𝑠 
[m2/year] e 

103 

Submarine diffusion coefficient decay 𝜆𝜆𝑠𝑠 
[m-1] f 

5 x 10-4 

Pelagic sediment rate S [m/year] g 5 x 10-5 

Pelagic sediment rate below CCD [m/year] 

g 
10 x 10-5 

Carbonate compensation depth (CCD) [m] 4000 

Precipitation rate δ [𝑚𝑚/𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦] h 1 

 Note: Diffusion creep B is calculated using a grain size of 6 mm. Wet olivine water content is 500 ppm H/Si. Rheological parameters for upper 492 
crust (UC), lower crust (LC), lithospheric mantle(LM), and asthenospheric mantle(AM) are from Gleason and Tullis (1995), Rybacki and Dresen 493 



(2000) and Hirth and Kohlstedt (2003). bDepletion factor for density dependence β is from Schutt and Lesher (2006). Remaining parameters 494 
from Turcotte and Schubert (2002).cSubaerial hillslope diffusion K dSubaerial discharge transport coefficient are from Armitage et al. (2015). 495 
gPelagic sedimentation rate is from Armitage et al. (2014), Marr et al. (2000), and Paola et al. (1992). eSubmarine diffusion coefficient Ks, 496 
fSubmarine diffusion coefficient decay are from Kaufman et al. (1991). hPrecipitation rate α is from Huffman et al. (2009). 497 

Supplementary Movie S1 498 

Evolution of a craton model (40 km initial crustal thickness) with the initial weak seed at 499 

a distance of 50 km from the craton edge showing the flexural tectonic subsidence history of 3 500 

markers chosen on the conjugate margins till 25 m.y. after rift initiation. The markers (circles on 501 

craton margin, triangles on mobile-belt margin) on either margin with same color are underlain by 502 

the same crustal thickness (Refer to Fig. 4B). (A) Model domain till 250 km depth. The upper and 503 

lower crust along with lithospheric and asthenospheric mantle are color coded as follows: Light 504 

brown: upper crust, beige: lower crust, green: lithospheric mantle, orange: asthenosphere.(Refer 505 

to Fig. S1).  The red and blue shades indicate the areas of plastic and ductile strain rate [s-1]. The 506 

sea-level and water is represented by the cyan patch on the top. The black dashed lines are 507 

isotherms with the temperature values [oC] indicated along the lines. Sediments color-coded by 508 

age are also shown. (B) Model domain of the top 20 km showing the stratigraphic evolution of the 509 

rifted margins along with the markers shown in A. Note the craton model evolves into an 510 

asymmetric rifted architecture and results in the formation of narrow margin on the craton side and 511 

vice-versa. The wide hyper-extended mobile-belt margin experiences late synrift subsidence 512 

because of thermal relaxation and created favorable conditions for formation of late synrift, early 513 

postrift sag basins. (C) The tectonic subsidence of the markers chosen in (A and B) is plotted at 514 

each time step of the evolution denoting the subsidence of the location of the markers. Breakup 515 

occurs at 21 m.y. from the rift initiation and is indicated by red dashed vertical line. Deep rooted 516 

faults are active on the craton margin before breakup time (12-19 m.y.) leading to formation of 517 

thick sedimentary sequences derived from the erosion of the elevated craton rift shoulder. Strong 518 



lateral and vertical thermal gradients are observed at the narrow craton margin as a result of 519 

asymmetric asthenospheric uplift during the rift evolution. 520 

Supplementary Movie S2 521 

Evolution of a craton model (40 km initial crust thickness) with the initial weak seed at a 522 

distance of 50 km from the craton edge during the postrift phase showing the flexural tectonic 523 

subsidence history of 3 markers chosen on either conjugate till 121 m.y. (100 m.y. after break-up). 524 

The circular markers are on the craton margin and the triangular markers are on the mobile-belt 525 

margin. The markers on either margin with same color are underlain by the same crustal thickness 526 

(Refer to Fig. 4B). A) Model domain till 250 km depth. The upper and lower crust along with 527 

lithospheric and asthenospheric mantle are color coded as follows: Light brown: upper crust, beige: 528 

lower crust, green: lithospheric mantle, orange: asthenosphere. The red and blue shades indicate 529 

the areas of plastic and ductile strain rate [s-1].  The sea-level and water is represented by the cyan 530 

patch on the top. The black dashed lines are isotherms with the temperature values [oC] indicated 531 

along the lines. Sediments color-coded by age are also shown. (B) Model domain till 100 km depth 532 

showing the craton margin with the markers (circles) as shown in (A) to the left and mobile-belt 533 

margin showing the markers (triangles) as shown in (A) to the right. C) The tectonic subsidence 534 

of the markers chosen in (A and B) is plotted at each time step of the evolution denoting the 535 

subsidence of the location of the markers. Breakup occurs at 21 m.y. from the rift initiation and is 536 

indicated by red dashed vertical line. Notice that the difference in the tectonic subsidence of the 537 

corresponding markers denoted by the same color varies by ~1000 m at 100 m.y. post breakup. 538 

 539 
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